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Abstract. Let Γ3 ⊂ Sp2(Q) be the paramodular group of level 3 and Γ ∗3 ⊂ Sp2(R)

the maximal normal discrete extension of Γ3 of index 2. Denote by DΓ ∗3 the commutator
subgroup of Γ ∗3 . The main goal of the present note is to determine the structure of the
graded ring of paramodular forms for DΓ ∗3 . Since all generators constructed here are ac-
tually modular forms for Γ ∗3 with certain multiplier-systems, we can derive generators for
the graded rings of paramodular forms for all groups Γ with DΓ ∗3 ⊂ Γ ⊂ Γ ∗3 , especially
Γ3.

1. Introduction

In [16], Igusa determined generators of the graded ring of modular forms for Γ1 =
Sp2(Z), the paramodular group of degree 2 and level 1. This was the first example, where
generators of the graded ring of paramodular forms of degree 2 are known. Later, Freitag
[9] gave another proof of Igusa’s result, using a distinguished Siegel modular formΘ5 with
(uniquely determined) nontrivial multiplier-system and known zero-divisor. Then, using
similar techniques, Freitag [10] determined generators of the graded ring of modular forms
of even weight for Γ ∗2 , the maximal normal discrete extension of Γ2 of index 2. Only
recently, these results were extended to Γ2 by Ibukiyama and Onodera [19]. As far as we
know, these are the only results, where generators of the graded ring of modular forms
for the paramodular group of degree 2 and level t are known explicitely. Apart from that,
in degree 2, there is Ibukiyama’s formula for the dimensions of the spaces of cusp-forms
[17], which can be used to deduce some information about generators of the graded ring
of modular forms for Γt (for small level t at least, see e.g. [18], [19]). The general result
of Runge [27, Theorem 2.3], which describes the even part of the graded ring of modular
forms for paramodular groups of arbitrary degree as invariants of a certain space of theta-
constants, hardly gives any explicit information on generators.
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As another example, in this note we solve the case of degree 2 and level 3. More
precisely we determine generators of the graded ring of modular forms for the commutator-
subgroupDΓ ∗3 where Γ ∗3 is the maximal normal discrete extension of Γ3 (which is of index
2). Our method is in some sense the same as Freitag’s [9]. By results of Borcherds [1], one
can nowadays construct paramodular forms of degree 2 with known zero-divisor, so-called
Borcherds-products. Θ5 is an example of such a Borcherds-product. More examples were
given in [15]. We construct Borcherds-products for Γ ∗3 (following [1] or [3] more closely
than [15]). These paramodular forms have non-trivial multiplier-systems in general and we
have to consider modular forms for DΓ ∗3 quite naturally. The crucial point is, that we can
find Borcherds-products with “minimal” zero-divisor. As in [9], [10] the only thing we have
to do then, is to lift those modular forms on the divisor, that are restrictions of paramodular
forms, to paramodular forms for Γ ∗3 . Here we use “arithmetical liftings” (generalizations of
Maaß’s construction [24], [25]), introduced by Gritsenko [13], [14] and Gritsenko-Nikulin
[15].

The Borcherds-products constructed in section 4, already appeared in [15] an it was
noted there that these modular forms can be used “to construct all generators of the graded
rings of modular forms for Γ2 and Γ3”. In fact, for level 2 one can find all forms for the
commutator-subgroupDΓ ∗2 (which has index 4 in Γ2) by the very same method used here.
There are good reasons to belive, that t = 2 and t = 3 are the only cases, where the problem
is as easy as in the Siegel-case (see remark 4.4).

Now we give a short description of the following sections:
In section 2, we fix our notation concerning the paramodular group Γt and the exten-

sion Γ ∗t . From [20] we cite a special case of a general result on generators of paramodular
groups, which we did not found anywhere else in the literature. Moreover we give a de-
scription of the character-groups of Γ3 and Γ ∗3 following [6].

In section 3 arithmetical liftings from vector-valued modular forms of half-integral
weight for the metaplectic group Mp2(Z) to paramodular forms for Γ ∗3 with multiplier-
systems are defined. The main result, proposition 3.6, is essentially a reformulation of
results from [14] and [15]. We explicitely calculate the dimensions of the associated Maaß-
spaces, using a dimension-formula of Skoruppa [29], [7].

In section 4 we apply Borcherds theory in order to find paramodular forms for Γ ∗t .
Borcherds theory is formulated in terms of orthogonal groups. The (well-known) connec-
tion with paramodular forms is cited from [15] and [3] mainly. The input for Borcherds
lift are vector-valued modular forms of weight − 1

2 for Mp2(Z) with poles of small or-
der at the cusp. Since we are looking for forms with “minimal” zero-divisor, we have to
find vector-valued modular forms with poles of small order at the cusp. To this end, an
obstruction-problem from [2] is solved.

In section 5 we use use (some of) the forms, constructed in the preceeding sections in
order to prove our main result, theorem 5.2. It states, that the ring of paramodular forms
for DΓ ∗3 is generated by tree Borcherds-products of weight 1, 6 and 12, together with
four Maaß-lifts, needed to generate all the modular forms on the product of two upper
half-planes with multiplier-systems of order 3. Moreover, we find all relations among the
generators. In the same way, we find generators of the rings of paramodular forms for
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Γ ∗3 and Γ3 and all relations among them. The formula for the dimensions of the spaces
of paramodular forms for Γ3, following from these results, coincides with Ibukiyama’s
formula [18].

In the remaining part of this section we set up basic notations:
For a ring R (always assumed to be commutative and with unity), we denote by Rn×n

the set of n by nmatrices with entries in R. Given A, B inRn×n, we write Atr for the trans-
pose of A and define B[A] = AtrBA. Let In ∈ Rn×n be the identity-matrix of dimension
n (if n is obvious, we just write I instead of In). Spn(R), the symplectic group of degree n

with entries in the ring R, is given by Spn(R) = {M ∈ R2n×2n | ( 0 −In
In 0

)[M] = ( 0 −In
In 0

)}.
For m ∈ N, n ∈ Z we write m|n, if m divides n.
For a group G the group of abelian characters of G is denoted by Gab and the com-

mutator-group is denoted by DG. If Gab is finite (which will always be the the case later),
one has Gab ∼= G/DG. For n ∈ N we set Cn = Z/nZ.

We use T = (
1 1
0 1

)
, J = (

0 −1
1 0

)
as generators of SL2(Z). The principal congruence

subgroup (of level n) is SL2(Z)[n] := {M ∈ SL2(Z) |M ≡ I mod nZ}. The space of
(elliptic) modular forms of weight k for SL2(Z) is denoted by [SL2(Z), k, 1]. For 4 ≤ k ∈
2N denote by g k ∈ [SL2(Z), k, 1] the normalized elliptic Eisenstein-series of weight k.

Explicitly, g k(τ ) = 1 − 2k
Bk

∑
n∈� σk−1(n)e

2πι̇nτ , where Bk is the kth Bernoulli-number

and σk(n) = ∑
d∈�, d |n dk . Let η(τ) = e2πι̇τ/24 ∏

n∈�(1 − e2πι̇nτ ) be the Dedekind-eta-

function and vη be the multiplier-system of η. v2
η is a generator of SL2(Z)

ab ∼= C12. Δ12 =
η24 = 1

123 (g 3
4 − g 2

6) is the first non-trivial cusp-form for SL2(Z) (up to normalization).

2. Paramodular groups of degree 2

We think of paramodular groups (of degree 2) as subgroups of the rational symplectic
group Sp2(Q). For t ∈ N define Pt :=

(
1 0
0 t

)
(a polarization, chosen in normal form without

restriction) and Dt =
(
I2 0
0 Pt

)
. Later on we will specialize t = 3, but if possible, we give

results for general t .

DEFINITION 2.1. The paramodular group Γt (of level t) is given by

Γt := {M ∈ Sp2(Q) |D−1
t MDt ∈ Z4×4} .

The conjugated group Γ̂t := D−1
t ΓtDt ⊂ Z4×4 is the integral paramodular group (of

level t). Note that Γ̂t leaves the form
( 0 −Pt
Pt 0

)
invariant.

As is well known [22], [14], paramodular groups have non-trivial discrete extensions
in Sp2(R) for t > 1. In our special case (were t will be prime later on), we define a
distinguished extension of index 2 of Γt . Set

Vt :=
(
Ut 0
0 U tr

t

)
∈ Sp2(R) with Ut :=

(
0

√
t

1/
√
t 0

)
.

Then V 2
t = I and γt : M 	→ VtMV

−1
t is an involution in aut(Γt ).
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DEFINITION 2.2. The extended paramodular group Γ ∗t (of level t) is the group,
generated by Vt over Γt , i.e.

Γ ∗t := 〈Γt ∪ {Vt }〉 = Γt ∪ ΓtVt ⊂ Sp2(R) .

Γ ∗t is an extension of index 2 of Γt for t > 1. In general, there is an even bigger
maximal normal discrete extension Γ max

t ⊃ Γ ∗t , which is generated by (suitably defined
elements) Vd ∈ Sp2(R) for all d‖t (see [15, 1.3] for details). If t is square-free, then Γ max

t

is maximal discrete, and if t is prime, then Γ ∗t = Γ max
t is maximal discrete too (though in

general, it is not). Typical elements of Γt are

Jt =
(

0 −P−1
t

Pt 0

)
,

rot(U) =
(
U 0
0 U−tr

)
for U ∈ Ωt = {M ∈ GL2(Z) |PtMP−1

t ∈ Z2×2} ,

trans(S) =
(
I S

0 I

)
for S ∈ Σt = {M ∈ Q2×2 |M = M tr, MPt ∈ Z2×2} ,

M1 ×t M2 =
(
a1 0 b2 0
0 a2 0 b2/t
c1 0 d1 0
0 t c2 0 d2

)

for Mj =
( aj bj
cj dj

) ∈ SL2(Z) .

We need generators of Γt . From [20, Satz 1.12] we cite

LEMMA 2.3. Γt is generated by Jt and trans(S) for S = ( 1 0
0 0

)
,
(

0 1
1 0

)
,
( 0 0

0 1/t

)
.

In the sequel, modular forms for Γ ∗3 with arbitrary multiplier-systems will be consid-
ered. For the rest of this section we specialize to t = 3. Since multiplier-systems for Γ3
and Γ ∗3 have integral weight [5, Satz 14], multiplier-systems are just (abelian) characters of
Γ3 resp. Γ ∗3 .

The groups Γ ab
t and Γ ∗ab

t are known by [6]. Characters of Γ3 arise in the following
way: There are surjective homomorphisms (Fp is the field with p elements)

α2 :Γ3 → Sp2(F2) , M 	→ D−1
3 MD3 mod 2Z ,

β3 :Γ3 → SL2(F3)
2 , M 	→

((
a1 b1
c1 d1

)
,

(
a4 3b4
c4/3 d4

))
mod 3Z .

Recall, that D−1
3 Γ3D3 is the integral paramodular group and that

( 0 −P3
P3 0

) ≡
(

0 −I
I 0

)
mod 2Z Since Sp2(F2) is isomorphic to the symmetric group on six elements (e.g.

via the action on the six odd theta-characteristics in F4
2), there is a character κ̂ of Sp2(F2)

of order 2. The pull-back of κ̂ gives a character κ := κ̂ ◦ α2 ∈ Γ ab
3 of order 2 (in the same

way, the nontrivial character of the Siegel modular group Γ1 = Sp2(Z) arises [23]).
As is well known, SL2(F3)

ab is (isomorphic to) a cyclic group of order 3, generated
by a character μ̂, which is uniquely determined by μ̂

(
1 1
0 1

) = e2πι̇/3.
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The corresponding characters of SL2(F3)
2, which arise by first projecting on the j th

component, are denoted by μ̂j . The pull-back of the characters μ̂j gives two (independent)

characters μj := μ̂j ◦ β3 ∈ Γ ab
3 of order 3.

The following lemma is a special case of [6, Theorem 4.2].

LEMMA 2.4. Γ ab
3
∼= C2 × C3 × C3 is generated by κ, μ1 and μ2.

Explicit values of κ and μ1 on J3, the subgroups of rotations and the subgroups of
translations are given by

μ1(M) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

e2πι̇s1/3 for M = trans

(
s1 s2

s2 s4/3

)

,

1 for M = rot

(
u1 3u2

u3 u4

)

and M = J3 ,

(2.1)

κ(M) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(−1)s1+s2+s4 for M = trans

(
s1 s2

s2 s4/3

)

,

(−1)(1+u1+u4)(1+u2+u3)+u1u4 for M = rot

(
u1 3u2

u3 u4

)

,

1 for M = J3 .

(2.2)

(For more explicit formulas see e.g. [23], [15, Lemma 1.2], [6]). Note that μ2 = μ1 ◦ γ3,
so explicit values of μ2 can easily be read of (2.1) too.

The involution γ3 ∈ aut(Γ3) acts on Γ ab
3 by ν 	→ ν ◦ γ3. If ν ◦ γ3 = ν, we say that ν

is symmetric. ν ∈ Γ ab
3 can be extended to a character of Γ ∗3 if (and only if) ν is symmetric.

In this case, ν is extended to a character of Γ ∗3 by ν(V3) = 1. It was shown in [6, Sec. 5],
that κ is symmetric. Since μ1 ◦ γ3 = μ2, the characters μ1 and μ2 are not symmetric, but
on the other hand, μ := μ1μ2 is symmetric. We extend κ and μ to characters of Γ ∗3 as
above (and denote this extended characters by the same symbols again), i.e. as characters
of Γ ∗3 we have κ(V3) = μ(V3) = 1. Since Γ ∗3 is an extension of index 2 of Γ3, generated
by V3, another character χ of Γ ∗3 is defined by χ(V3) = −1 and χ(Γ3) = {1}.

The following lemma is a special case of [6, Cor. 5.5].

LEMMA 2.5. Γ ∗ab
3
∼= C2 × C2 × C3 is generated by χ, κ and μ.

Explicit values of μ on J3, rotations rot(U), U ∈ Ωt , and translations trans(S), S ∈
Σt , are given by

μ(M) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

e2πι̇(s1+s4)/3 for M = trans

(
s1 s2

s2 s4/3

)

,

1 for M = rot

(
u1 3u2

u3 u4

)

and M = J3 .

(2.3)
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Since V3 �∈ DΓ ∗3 , we haveDΓ ∗3 ⊂ Γ3. In fact, lemma 2.5 implies, that [Γ3 : DΓ ∗3 ] =
6 and Γ3/DΓ

∗
3 is generated by the coset trans

(
1 0
0 0

)
DΓ ∗3 .

For ν ∈ Γ ab
3 or ν ∈ Γ ∗ab

3 we define ν̃ ∈ SL2(Z)
ab via ν̃(M) := ν(M ×t I ).

3. Jacobi-forms with characters and Maaß-Lifts

In this section we use “arithmetical liftings”, defined by Gritsenko [13, 14] and
Gritsenko-Nikulin [15] to construct paramodular forms with certain multiplier-systems.
This is the first of two fundamental methods, used to construct generators of the graded
ring of modular forms for DΓ ∗3 . The other one is Borcherds-products, being presented in
the following section.

First we fix our notation concerning paramodular forms. Let Hn be the Siegel upper
half-plane of degree n and (M,Z) 	→ M ·Z the usual action of Spn(R) on Hn (as biholo-
morphic transformations). The standard factor of automorphy is jn(M,Z) = det(CZ+D),
if M = (

A B
C D

) ∈ Spn(R). The corresponding action of weight k ∈ Z on functions

f : Hn→ C is given by f kM(Z) := jn(M,Z)−kf (M · Z).
DEFINITON 3.1. Assume that Γ ⊂ Γ ∗t with finite index. Let ν be a character of

Γ . A holomorphic function f : H2 → C is a paramodular form of weight k ∈ Z with
character ν for Γ if

f kM(Z) = ν(M)f for all M ∈ Γ .

f is a cusp-form, if additionally limy→∞ f kM
(
z 0
0 ι̇y

) = 0 for allM ∈ Sp2(Q) and z ∈ H1.
The space of paramodular forms of weight k with character ν for Γ is denoted by [Γ, k, ν].
The subspace of cusp-forms is denoted by [Γ, k, ν]cusp.

Since in the following we will have to consider (elliptic and Jacobi) modular forms of
half-integral weight too, we need the metaplectic group Mp2(Z). This is two-fold cover of
SL2(Z), consisting of pairs (M,ω), whereM ∈ SL2(Z) and ω : H1 → C is a holomorphic
square-root of j1(M, τ), i.e. we have ω(τ)2 = j1(M, τ) (see [7, Sec. 4.2] for some more
details on Mp2(Z)). Standard generators of Mp2(Z) are

T̂ :=
((

1 1
0 1

)
, 1

)
, Ĵ :=

((
0 −1
1 0

)
,
√
τ

)
.

By
√
τ we always denote the principal value of the square root of τ , determined by

�(√τ ) > 0 or �(√τ ) = 0 and �(√τ ) ≥ 0. The subgroup Mp2(Z)[n] := {(M,ω) |M ≡
I mod nZ} is the principal congruence subgroup (of level n) of the metaplectic group.
Mp2(Z) acts with weight k ∈ 1

2 Z on functions f : H1 → V (where V is a C-vector-space)
by

f k(M,ω)(τ ) := ω(τ)−2kf (M · τ ) .(3.1)

LetH(Z) be the integral Heisenberg-group as in [15, Sec. 1]. We define the metaplec-
tic Jacobi-group MJ2(Z) to be
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MJ2(Z) := Mp2(Z)�H(Z) ,

where the action of Mp2(Z) on H(Z) is given by the action of the first component. The
parabolic subgroup Γt,∞ ⊂ Γt is defined by

Γt,∞ := {M ∈ Γt |M has last row (0, 0, 0, 1)} .
Note that Γ1,∞ ∼= SL2(Z) � H(Z). Thus we can think of MJ2(Z) as a two-fold cover of

Γ1,∞ and MJ2(Z) acts with weight k ∈ 1
2 Z on functions f : H2 → V (where V is again a

C-vector-space) by

f k((M,ω) , [u, v;w])(Z)

:= ω(z1)
−2kf

(
(M ×1 I) rot

(
1 0
u 1

)
trans

(
0 v

v w − uv
)
·Z
)
,

Z =
(
z1 z2
z2 z3

)
.

We also write f k(M,ω) for f k((M,ω), [0, 0; 0]) and f k[u, v;w] for f k((I, 1),
[u, v;w]). Let vH be the character of H(Z), defined by

vH ([u, v;w]) := (−1)u+v+uv+w .(3.2)

Following [15, Lemma 3.1], all characters of MJ2(Z) are of the form va,b := vaη × vbH
with a ∈ Z/24Z and b ∈ Z/2Z. va,b factors over SL2(Z) � H(Z), if and only if a is
even (or equivalently if va,b has order ≤ 12). In this case we see, that v4,1 is the restriction

of κμ2 ∈ Γ ∗ab
3 to Γ1,∞ ∼= SL2(Z) � H(Z). Therefore, precisely the characters v4j,j ,

j ∈ Z/6Z, can be lifted (from Γ1,∞) into Γ ∗ab
3 . This will be used frequently later.

For a functionΦ : H1×C→ C we define Φ̃m on H2 by Φ̃m
(
z1 z2
z2 z3

) =Φ(z1, z2)e
2πι̇mz3 .

We give a definition of Jacobi-forms with character which is suitable for our needs (com-
pare [15, Def. 1.4]).

DEFINITION 3.2. Let va,b be a character of MJ2(Z). A holomorphic function Φ :
H1×C→ C is a Jacobi-form of weight k ∈ 1

2 Z, index m ∈ 1
2Z, with character va,b, if Φ̃m

satisfies

Φ̃m kM = va,b(M)Φ̃m for all M ∈ MJ2(Z)(3.3)

and Φ admits a Fourier-expansion

Φ(z1, z2) =
∑

n,l∈�, n≥0
4mn−l2≥0

α(n, l)e2πι̇(nz1+lz2)

(where n, l have bounded denominators, depending on va,b). Moreover, if α(n, l) �= 0
implies 4mn − l2 > 0, then Φ is a cusp-form. The space of Jacobi-forms of weight k and
indexmwith character va,b is denoted by [MJ2(Z), k,m, va,b]. The subspace of cusp-forms
is denoted by [MJ2(Z), k,m, va,b]cusp.
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A first simple observation is 2m ≡ b mod 2Z or [MJ2(Z), k,m, va,b] = {0}. This
holds because Φ ∈ [MJ2(Z), k,m, va,b] implies

e2πι̇mwΦ̃m(Z) = Φ̃m
(
z1 z2
z2 z3 +w

)
= Φ̃m k((I, 1) , [0, 0;w])(Z) = (−1)bwΦ̃m(Z) .

Therefore we will frequently assume 2m ≡ b mod 2Z. Another consequence of the trans-
formation (3.3) is that f ∈ [MJ2(Z), k,m, va,b] has non-zero Fourier-coefficients α(n, l)

for n ≡ a
24 mod Z and l ≡ b

2 mod Z only.
If weight and index are integral and the character is trivial, our Jacobi-forms are just

the Jacobi-forms from [8], such as the Eisenstein-series Ek,m for even k ≥ 4 and the first
cusp-forms of index 1, φ10,1 and φ12,1 (in the notation of [8]). Examples of Jacobi-forms

with non-trivial character are the Dedekind-function η ∈ [MJ2(Z),
1
2 , 0, vη × 1] (which

does not depend on the second variable of course) and the theta-series

ϑ1/2(τ, z) :=
∑

m∈�

(−4

m

)
e2πι̇(m2τ/8+mz/2) ∈ [MJ2(Z) ,

1
2 ,

1
2 , v

3
η × vH ] ,

ϑ3/2(τ, z) :=
∑

m∈�

(
12

m

)
e2πι̇(m2τ/24+mz/2) ∈ [MJ2(Z),

1
2 ,

3
2 , vη × vH ] .

Note that ϑ1/2(τ, 0) = 0 for all τ ∈ H1, whereas ϑ3/2(τ, 0) = 2η(τ) �= 0 for all τ ∈
H1 (as can be seen from the well-known product-expansions [15]). More examples of
Jacobi-forms with non-trivial character can be constructed in the following way: If ϕ ∈
[MJ2(Z), k,m, 1]cusp is a cusp-form with trivial character, then (we may assume m ∈ Z

without restriction and)

ϕ η−j ∈ [MJ2(Z), k − j/2,m, v−jη × 1] , if j ∈ N with jm ≤ 18 .(3.4)

This is because η−j (τ ) = e−2πι̇jτ/24(1+O(e2πι̇τ )) and for a cusp-form in [MJ2(Z), k,m,

1]cusp, non-trivial Fourier-coefficients α(n, l) exist for 4nm − l2 ≥ 3 only. Then 4(n −
j/24)m− l2 ≥ 3− jm/6 ≥ 0 for 18 ≥ jm.

As is well known, Jacobi-forms appear as Fourier-Jacobi-coefficients of paramodular
forms. In the reverse, Jacobi-forms can be lifted to paramodular forms (by so called “arith-
metical liftings”, i.e. generalizations of Maaß’s construction [25]), as described in [13, 14]
(for trivial character) and [15] (for nontrivial character).

We take a slightly different point of view so far, as we use the correspondence of
Jacobi-forms to vector-valued modular forms for Mp2(Z) in order to lift such vector-valued
forms. In this way, “arithmetical liftings” (for trivial character) were described in [1, Th.
14.3] in a more general context.

As in [8], it is easily seen, that the Fourier-coefficients α(n, l) of a Jacobi-form of
weight m depend on 4mn − l2 and l mod 2mZ only, essentially. If non-trivial characters
are to be taken into account, this has to be changed slightly.

LEMMA 3.3. Assume Φ ∈ [MJ2(Z), k,m, va,b]. Then e−πι̇bl/2mα(n, l) depends on

4mn− l2 and l mod 2mZ only.
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Proof. We may assume m ≡ b/2 mod Z (or Φ = 0). It follows from the definition,
using the transformation-formula (3.3) for rot

(
1 0
u 1

)
and trans

(
0 v
v 0

)
, that

e2πι̇m(u2τ+2uz)Φ(τ, z + uτ + v) = (−1)b(u+v)Φ(τ, z) .
This implies for n, l ∈ Q

α(n+mu2 + lu, l + 2mu) = e−2πι̇lv(−1)b(u+v)α(n, l) = (−1)buα(n, l) ,(3.5)

since l ≡ b/2 mod Z (or α(n, l) = 0). With (n′, l′) = (n +mu2 + lu, l + 2mu), we have
u = (l′ − l)/2m and 4mn′ − l′2 = 4mn− l2. Now (3.5) can be formulated as

e−πι̇bl′/2mα(n′, l′) = e−πι̇bl′/2m(−1)buα(n, l) = e−πι̇bl/2mα(n, l) .
�

For m, x ∈ 1
2Z and b ∈ Z with m ≡ x ≡ b

2 mod Z define a theta-series θm,x,b on
H1×C by

θm,x,b(τ, z) =
∑

l≡x mod 2m�

eπι̇bl/2me2πι̇(l2τ/4m+lz) .

Obviously, θm,x,b depends on x mod 2mZ only. For b = 0 (and m integral), these are just
the theta-series θm,x from [8, §5, (4)]. θm,x,b can be reduced to θm,x as follows: If m is

integral, then θm,x,b(τ, z) = θm,x(τ, z+ b/4m). In the case m ∈ 1
2 + Z, we have

θm,x,b(τ, z) =
∑

l≡x mod 2m�

e2πι̇(l2τ/4m+lz+lb/4m) =
∑

2l≡2x mod 4m�

e2πι̇((2l)2 τ2 /8m+2l( z2+b/8m))

= θ2m,2x(τ/2, z/2+ b/8m) .
Especially we find the following transformation law for θm,x,b under the generators of
Mp2(Z) (compare [8,§5], [1, Sec. 4]).

(
θm,x,b

)∼
m 1/2T̂ = e2πι̇x2/4m (θm,x,b

)∼
m
,(3.6)

(
θm,x,b

)∼
m 1/2Ĵ =e2πι̇bx/4m 1√

2mι̇

∑

x ′:(m+�)/2m�

× e−2πι̇x ′x/2me−2πι̇bx ′/4m (θm,x ′,b
)∼
m
.

(3.7)

Let Vm := {f : (m + Z)/2mZ → C} be the vector-space of complex functions on (m +
Z)/2mZ. The characteristic functions f cx ∈ Vm, x ∈ (m+ Z)/2mZ, form a basis of Vm.

We define the Vm-valued theta-series Θm,b : H1×C → Vm by Θm,b(τ, z)(x) =
θm,x,b(τ, z). Now the formulas (3.6) and (3.7) imply, that Θm,b is a Vm-valued modular
form for Mp2(Z) with a multiplier-system ρm,b (i.e. a representation Mp2(Z)→ GL(Vm)),
determined by (3.6) and (3.7) (more precisely, Θm,b is a Vm-valued metaplectic Jacobi-
form; see the following definition 3.4). Explicitly, for f ∈ Vm we have
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(ρm,b(T̂ )f )(x) = e2πι̇x2/4mf (x) ,

(ρm,b(Ĵ )f )(x) = e2πι̇bx/4m 1√
2mι̇

∑

x ′:(m+�)/2m�
e−2πι̇x ′x/2me−2πι̇bx ′/4mf (x ′) .

Up to isomorphy, ρm,b does not depend on b. Given n ∈ 2Z we define An ∈
GL(Vm) by (Anf )(x) = e2πι̇nx/4mf (x) (note that e2πι̇nx/4m depends on x modulo 2m
only, since n is even). Now if b, b′ ∈ Z satisfy b ≡ b′ mod 2Z, then we see ρm,b′(M) =
Ab′−bρm,b(M)A−1

b′−b, or, in other words, ρm,b′ and ρm,b are conjugate by Ab′−b.

DEFINITION 3.4. Let ρ : Mp2(Z) → GL(V ) be a finite-dimensional representa-
tion, such that ρ factors over a principal congruence group Mp2(Z)[n]. A holomorphic

function f : H1 → V is a (V -valued) meromorphic modular form of weight k ∈ 1
2 Z

with multiplier-system ρ, if

f kM = ρ(M)f for all M ∈ Mp2(Z)

(here the action of Mp2(Z) is defined as in (3.1)) and f has at most a pole at the cusp
ι̇∞. If in addition f is bounded in any region �(τ ) ≥ y0 > 0 (i.e. if there is no pole at
the cusp), then f is a (holomorphic) modular form. Moreover, if lim�(τ )→∞ f (τ) = 0,
then f is cusp-form. The space of meromorphic modular forms of weight k with multiplier-
system ρ is denoted by [Mp2(Z), k, ρ]mer, the subspace of (holomorphic)modular forms is
denoted by [Mp2(Z), k, ρ] and the subspace of cusp-forms by [Mp2(Z), k, ρ]cusp.

Of course, if k is integral, the action of Mp2(Z) factors over SL2(Z) and we can think
of [Mp2(Z), k, ρ] as a space of (V -valued) elliptic modular forms. In our case, the vector-

space V will almost always be Vm for some m ∈ 1
2Z. For f : H1 → Vm, we define the

components fx : H1 → C for x ∈ (m+ Z)/2mZ by f (τ) =∑x:(m+�)/2m�fx(τ )f cx .
On Vm there is a scalar product, defined by

(f, g ) =
∑

x:(m+�)/2m�
f (x)g (x)

(this pairing is not hermitian, but respects holomorhy instead). For a representation ρ of
Mp2(Z) on Vm, denote by ρ∗ the dual representation of ρ with respect to the pairing above,
i.e. ρ∗ satisfies (ρ∗(M)f, ρ(M)g ) = (f, g ) for all f, g ∈ Vm and M ∈ Mp2(Z).

LEMMA 3.5. Let k ∈ 1
2 Z, va,b ∈ MJ2(Z)

ab and m ∈ 1
2Z with 2m ≡ b mod 2Z.

Then

[Mp2(Z), k − 1
2 , v

a
ηρ
∗
m,b] → [MJ2(Z), k,m, va,b] ,

f = (fx)x:(m+�)/2m� 	→ (f,Θm,b) =
∑

x:(m+�)/2m�
fxθm,x,b

is an isomorphism of the vector-spaces.

Proof. If f ∈ [Mp2(Z), k − 1
2 , v

a
ηρ
∗
m,b], then F = (f,Θm,b) transforms as a Jacobi-

form of weight k, index m with character va,b. For the Heisenberg-part of MJ2(Z) this
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follows from

F̃m k[u, v;w](Z) = F̃m
(

z1 z2 + uz1 + v
z2 + uz1 + v z3 + u2z1 + 2uz2 + uv + w

)

= (f (z1),Θm,b(z1, z2 + uz1 + v)
)
e2πι̇m(z3+u2z1+2uz2+uv+w)

= (−1)b(u+v)e2πι̇m(uv+w) (f (z1),Θm,b(z1, z2)
)
e2πι̇mz3

= vH ([u, v;w])bF̃m(Z)
for Z = (

z1 z2
z2 z3

) ∈ H2 (note that θm,x,b(τ, z + uτ + v) = (−1)b(u+v)e−2πι̇m(u2τ+2uz)

×θm,x,b (τ, z) for u, v ∈ Z since 2m ≡ b mod 2Z). GivenM ∈ Mp2(Z) we have

F̃m kM(Z) =
(
f k−1/2M(z1) , (Θm,b)

∼
m 1/2M(Z)

)

= vaη(M)
(
ρ∗m,b(M)f (z1) , ρm,b(M)(Θm,b)

∼
m(Z)

)

= vaη(M)
(
f (z1),Θm,b(z1, z2)

)
e2πι̇mz3 = vaη (M)F̃m(Z) ,

since ρ∗m,b is the dual of ρm,b with respect to the given scalar product on Vm. Moreover F
satisfies the cusp-condition (since all fx and θm,x,b do). The mapping is injective, since for
any fixed τ ∈ H1, the theta-series θm,x,b(τ, · ), x ∈ (m+Z)/2mZ, are linearly independent
(as functions of the second variable). Finally we show that the mapping is surjective. Let
Φ ∈ [MJ2(Z), k,m, va,b] with Fourier-development

Φ(τ, z) =
∑

n≡n0, l≡l0 mod �,
4mn−l2≥0

α(n, l)e2πι̇(nτ+lz)

(where n0 = a
24 and l0 = b

2 , of course). By lemma 3.3 we know, that cl(4mn − l2) :=
e−πι̇bl/2mα(n, l) depends on 4mn− l2 and l mod 2mZ only. Therefore we have

Φ(τ, z) =
∑

l≡l0 mod �

∑

n≡n0 mod �,
4mn−l2≥0

cl(4mn− l2)e2πι̇(4mn−l2)τ/4meπι̇bl/2me2πι̇(l2τ/4m+lz)

=
∑

l′:(l0+�)/2m�

∑

N≡4mn0−l′2 mod �,
N≥0

cl′(N)e
2πι̇Nτ/4m

∑

l≡l′ mod �

eπι̇bl/2me2πι̇(l2τ/4m+lz)

=
∑

l′:(l0+�)/2m�
fl′(τ )θm,l′,b(τ, z) =

(
f,Θt,b

)
(τ, z) ,

(note that l′ ∈ 1
2 Z, thus l ≡ l′ mod Z implies l2 ≡ l′2 mod Z) with f = (fx)x:(m+�)/2m�

where
fx(τ ) =

∑

0≤N≡4mn0−x2 mod �

cl′(N)e
2πι̇Nτ/4m .
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Now Φ ∈ [MJ2(Z), k,m, va,b] implies f ∈ [Mp2(Z), k − 1
2 , v

a
ηρ
∗
m,b] (using the linear

independence of the theta-series once more). �
The arithmetical lifting uses Hecke-operators on Jacobi-forms of integral weight with

characters (since paramodular forms have integral weight). In this case, the character
factors over SL2(Z) � H(Z), i.e. it is of the form va,b with a even. Thus let Φ ∈
[MJ2(Z), k,m, ξ × vεH ] be a Jacobi-form of integral weight k, where ξ ∈ SL2(Z)

ab. Let

Q ∈ N satisfy SL2(Z)[Q] ⊂ kern(ξ). Given l ∈ N we define the Hecke-operator T (Q)(l)

on Φ as in [15, (1.12)] by

Φ̃m kT (Q)(l)(z1, z2, z3) := l2k−3
∑

ad=l, b mod d

d−kξ(σa)Φ(az1+bQ
d

, az2)e
2πι̇lmz3 .

Here, σa ∈ SL2(Z) has to satisfy σa ≡
(
a−1 0

0 a

)
mod Q. As was proved in [15, Lemma

1.7], if gcd(l, 2εQ) = 1, one has Φ kT (Q)(l) ∈ [MJ2(Z), k, lm, ξl × vεH ], where ξl is a
twist of ξ (especially, ξl = ξ , if l ≡ 1 mod Q, the only case we will need later on).

Now we can formulate the main result of this section:

PROPOSITION 3.6. Assume k ∈ Z. Let d be a divisor of 6 and ν = μ2κ ∈ Γ ∗ab
3 .

Set Q = 6
d

. Then there is an injective homomorphism

M : [Mp2(Z), k − 1
2 , ν̃

dρ∗d/2,d] → [Γ ∗3 , k, νdχk] ,
defined by (cl(n) is the nth Fourier-coefficient of τ 	→ f (τ)(l))

M(f )(Z) = c0(0)
−Bk
2k

g k(z1)+
∑

m∈�, m≡1 mod Q�

m2−k (f,Θd/2,d
)∼
d/2 kT (Q)(m)(Z)

Cusp-forms are mapped to cusp-forms by M.

Proof. Recall that ν = v4
η × vH as characters of the Jacobi-group SL2(Z) � H(Z),

thus ν̃ = v4
η. Therefore by lemma 3.5 we have Φ := f ·Θd/2,d ∈ [MJ2(Z), k,

d
2 , v4d,d].

First assume d < 6. Then νd �= 1 is non-trivial and every f ∈ [Mp2(Z), k −
1
2 , ν̃

dρ∗d/2,d] is a cusp-form, i.e. c0(0) = 0. Thus in the notation of [15, Th. 1.12] we

have M(f ) = Lift1(Φ). Note that the series defining M(f ) converges for all k ≥ 0 in this
case, since Φ is a cusp-form. Now [15, Th. 1.12] implies the claim (because ofQ = 6

d
, the

lift has level Qd/2 = 3).
Now let d = 6. In this case the character νd is trivial and the Hecke-operators T (1)(m)

are just the Hecke-operators T−(m) from [14]. Thus in the notation of [14, Hauptsatz 2.1]
we have M(f ) = FΦ . For a cusp-form Φ, this series is Lift1(Φ) as in [15] again and
converging for k ≥ 0. In general, Φ is cuspidal if and only if Φ(τ, 0) ∈ [SL2(Z), k, 1] is
cuspidal. Thus if Φ is not cuspidal, we may assume k ≥ 4 and the series defining M(f )

converges in this case too. Now [14, Hauptsatz 2.1, Satz 3.8] imply the claim (note that
Jacobi-forms of prime index p are necessarily eigenforms of the operatorWp from [8]). �

M is the Maaß-lift and the image Mk,d := M([Mp2(Z), k − 1
2 , ν̃

dρ∗d/2,d]) is the

Maaß-space with character νdχk .
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Using the arithmetical lifting Lift−1 from [15, Th. 1.12], one can define homomor-
phisms [Mp2(Z), k − 1

2 , ν̃
dρ∗d/2,d] → [Γ ∗3 , k, νdχk] too, but these are not necessarily

injective (and they are not injective in our case, as can be seen, combining results from
section 5 with the dimension-formulas for the spaces [Mp2(Z), k − 1

2 , ν̃
dρ∗d/2,d], given in

this section).
Note that the representation ρm,b is reducible in almost all cases, i.e. except form = 1

2

and m = 1. For our needs, the decomposition is given as follows: Ĵ 2 = (−I, ι̇) is a central
element in Mp2(Z). On Vm, the element Ĵ 2 acts via ρm,b as

(ρm,b(Ĵ
2)f )(x) = −ι̇e2πι̇bx/2mf (−x) .(3.8)

Define W(−1) := ρm,b(Ĵ
2). Since Ĵ 2 is central, W(−1) commutes with ρm,b. Thus all

eigenspaces of W(−1) are invariant under ρm,b . Because W(−1)2 = − id�m, W(−1)
has order 4 and non-trivial eigenspaces for eigenvalues ±ι̇ only. In this case denote by
Vm,s ⊂ Vm the eigenspace with eigenvalue s of W(−1). The restriction of ρm,b to Vm,s
is denoted by ρm,b,s . In our special cases (where 2m|6), it turns out, that ρm,b,s is always
irreducible (though it is not in general; compare [8] and [29]). Note that W(−1) acts as
a scalar (that is, W(−1) = c id�m for some c ∈ C×), if and only if m ≤ 1. Thus ρm,b
is reducible, if m > 1 (and easily seen to be irreducible for m ≤ 1). The decomposition
ρm,b = ρm,b,ι̇ ⊕ ρm,b,−ι̇ induces a decomposition

[Mp2(Z), k, v
a
ηρ
∗
t,b] = [Mp2(Z), k, v

a
ηρ
∗
t,b,ι̇] ⊕ [Mp2(Z), k, v

a
ηρ
∗
t,b,−ι̇] ,

and via the isomorphism from lemma 3.5 a decomposition

[MJ2(Z), k, t, va,b] = [MJ2(Z), k, t, va,b, ι̇] ⊕ [MJ2(Z), k, t, va,b,−ι̇] .
Via the Maaß-lift M, we also get a decomposition

Mk,d =Mk,d,ι̇ ⊕Mk,d,−ι̇ ,

where Mk,d,s :=M([Mp2(Z), k − 1
2 , ν̃

dρ∗d/2,d,s]).
The decomposition of ρm,b with respect to W(−1) has to be known, if we want to

evaluate Skoruppa’s dimension-formula [29, 7] for [Mp2(Z), k, ρ], since for this formula,
ρ(Ĵ 2) has to act as a scalar.

LEMMA 3.7 ([7, TH. 4.2], [29, SATZ 5.1]). Let ρ : Mp2(Z) → GL(V ) be a
representation of dimension n of Mp2(Z) with Mp2(Z)[N] ⊂ kern(ρ) for some N ∈ N and

ρ(Ĵ 2) = ζ idV with a fourth root of unity ζ . Let lj ∈ R, j = 1, · · · , n, be such that e2πι̇lj

runs through the eigenvalues of ρ(T̂ ). Define

A(ρ) := �{j | lj ≡ 0 mod Z} , B(ρ) :=
n∑

j=1

B1(lj )

(here B1 is given by B1(x) = 0 for x ∈ Z and B1(x) = x − �x� − 1
2 for x ∈ R \ Z). Then

for k ∈ 1
2 Z one has
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dim[Mp2(Z), k, ρ] − dim[Mp2(Z), 2 − k, ρ∗]cusp

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, if ρ(−̂1) �= ι̇−2k idV ,

k − 1

12
dim(ρ)+ 1

2
A(ρ)− B(ρ)+ 1

4
�(e2πι̇k/4 traceρ(Ĵ ))

+ 2

3
√

3
�(e2πι̇(k+ 1

2 )/6 traceρ(Ĵ T̂ )) , if ρ(−̂1) = ι̇−2k idV .

Note that for k ≥ 2, the formula gives an explicit expression for dim[Mp2(Z), k, ρ],
since dim[Mp2(Z), 2−k, ρ∗]cusp = 0 in this case. For k = 1

2 and k = 3
2 there is an explicit

formula for dim[Mp2(Z), k, ρ] in [29] also.
Let R = C[g 4, g 6] be the graded ring of elliptic modular forms. Using the dimension-

formula from lemma 3.7 as in [29, Satz 7.3], we see that

[Mp2(Z),
1
2Z, ρ] :=

⊕

k∈ 1
2�

[Mp2(Z), k, ρ]

always is a free module of rank dim(ρ) over R. By lemma 3.5, the same is true for the
analogously defined spaces [MJ2(Z),

1
2 Z,m, va,b] of Jacobi-forms.

A basis for the eigenspace Vm,s is given as follows (recall f cx ∈ Vm being the charac-

teristic function of x ∈ (m+ Z)/2mZ and W(−1)2 = − id�m): For s ∈ {±ι̇} let

f cx,s := f cx − s W(−1)f cx ∈ Vm,s .

If 2x �≡ 0 mod 2m then f cx,s �= 0. If on the other hand 2x ≡ 0 mod 2m then we have

W(−1)f cx = −ι̇(−1)2mf cx , i.e. f cx ∈ Vm,−ι̇(−1)2m . Now let

B0,s =
{
f cx

∣
∣
∣ x ∈ (m+ Z)/2mZ, 2x ≡ 0 mod 2m, s = −ι̇(−1)2m

}
,

B1,s =
{
f cx,s

∣
∣
∣ x ∈ ±(m+ Z)/2mZ, 2x �≡ 0 mod 2m

}
.

Then Bs := B0,s ∪ B1,s is a basis of Vm,s . Using this basis, one can calculate all the
parameters in the dimension-formula from lemma 3.7 for ρm,b,s . For example one has

trace(ρm,b,s(Ĵ )) =
∑

x:±(m+�)/2m�,
2x �=0 mod 2m

e−2πι̇x2/2m + ι̇se2πι̇x2/2m

√
2mι̇

+
∑

x:(m+�)/2m�,
2x=0 mod 2m

e−2πι̇x2/2m

√
2mι̇

,

trace(ρm,b,s(Ĵ T̂ )) =
∑

x:±(m+�)/2m�,
2x �=0 mod 2m

e−2πι̇x2/4m + ι̇se2πι̇x23/4m

√
2mι̇

+
∑

x:(m+�)/2m�,
2x=0 mod 2m

e−2πι̇x2/4m

√
2mι̇

.

Of course it is possible to find explicit formulas for the traces for all the irreducible con-
stituents of ρm,b , as was shown for m ∈ Z in [29].

The following table lists the parameters of the dimension formula for [Mp2(Z), k −
1
2 , ρ] with ρ = ν̃dρ∗d/2,d,s, where d is a divisor of 6 and ν = μ2κ ∈ Γ ∗ab

3 :
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d s A(ρ) B(ρ) dim(ρ) traceρ(Ĵ ) traceρ(Ĵ T̂ ) ρ

1 ι̇ 0 −11
24 1 1−ι̇√

2

√
3−ι̇
2 ν̃ρ∗1/2,ι̇

2 −ι̇ 0 −7
12 2 0 −ι̇−√3

2 μ̃ρ∗1,−ι̇
3 ι̇ 0 −5

12 2 0 −√3+ι̇
2 κ̃ρ∗3/2,ι̇

3 −ι̇ 0 −1
24 1 − 1+ι̇√

2

√
3+ι̇
2 κ̃ρ∗3/2,−ι̇

6 ι̇ 0 7
12 2 0 −√3+ι̇

2 ρ∗3,ι̇
6 −ι̇ 1 1

3 4 0
√

3+ι̇
2 ρ∗3,−ι̇

Using these parameters, we can calculate the dimensions of the Maaß-spaces Mk,d,s .
The following table lists the dimensions of Mk,d,s for k ≤ 14. There are no nontrivial
forms of weight k ≤ 0. The last two columns list the character ν of the forms in the Maaß-
space Mk,d,s and a basis of the module [MJ2(Z),Z, d/2, (v4,1)

d, s] over R. We use the
following abbreviations:

φ1,1/2 := ηϑ1/2 ∈ [MJ2(Z), 1, 1
2 , v4,1, ι̇] ,

φ4,1 := φ12,1

η16 ∈ [MJ2(Z), 4, 1, v8,0,−ι̇] ,

φ6,3/2 := η11ϑ3/2 ∈ [MJ2(Z), 6, 3
2 , v12,1,−ι̇] ,

φ8,3 := φ12,1

η12 ϑ
4
1/2 ∈ [MJ2(Z), 8, 3, 1,−ι̇] ,

φ9,3 := η14ϑ3
1/2ϑ3/2 ∈ [MJ2(Z), 9, 3, 1, ι̇] ,

φ11,3 := φ12,1

η4
ϑ1/2ϑ3/2 ∈ [MJ2(Z), 11, 3, 1, ι̇] .

d s 1 2 3 4 5 6 7 8 9 10 11 12 13 14 ν

1 ι̇ 1 0 0 0 1 0 1 0 1 0 1 0 2 0 μ2κ φ1,1/2

2 −ι̇ 0 1 0 1 0 1 0 2 0 2 0 2 0 3 μ φ2
1,1/2, φ4,1

3 ι̇ 0 0 1 0 1 0 1 0 2 0 2 0 2 0 κ φ3
1,1/2, φ1,1/2φ4,1

3 −ι̇ 0 0 0 0 0 1 0 0 0 1 0 1 0 1 κ φ6,3/2

6 ι̇ 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 φ9,3, φ11,3

6 −ι̇ 0 0 0 1 0 2 0 2 0 3 0 4 0 4 1 E4,3, E6,3, φ
6
1,1/2, φ8,3

Note that it is easy to deduce the dimensions of Mk,d,s for k ≥ 15 from the values
given in the table, since for k ≥ 2 we have by the dimension formula dim[Mp2(Z), k +
12, ρ] = dim(ρ)+ dim[Mp2(Z), k, ρ].
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For k = 1 and k = 2 lemma 3.7 does not give the dimensions of Mk,d,s explicitly
and the results from [29, Satz 5.2] have to be used. Alternatively, some ad hoc arguments
can be given as follows: Since [Mp2(Z),

1
2 Z, ρ] is a free module of rank dim(ρ) over R,

we find dim[Mp2(Z), k, ρ] ≤ dim[Mp2(Z), k + l, ρ] for all 4 ≤ l ∈ 2N. Especially
dimMk,d,s ≤ rd,s(k) := min{dimMk+4,d,s, dimMk+6,d,s}. For k = 1 or k = 2 this
minimum is 0 except for the following cases:
dimM1,1,ι̇ = 1, since μ̃2κ̃ρ∗1/2,ι̇ is the multiplier-system of the η-function and r1,ι̇(1) = 1.

dimM2,2,−ι̇ = 1, since r2,−ι̇ (2) = 1 and φ2
1,1/2 ∈ [MJ2(Z), 2, 1, v8,0,−ι̇].

dimM2,6,−ι̇ = 0, since dim[MJ2(Z), 2, 3, 1] = 0 was proved in [8, Th. 9.1].

dimM1,3,ι̇ = 0, since dimM2,6,−ι̇ = 0 and 0 �= ϕ ∈ [MJ2(Z), 1, 3
2 , v12,1, ι̇] would imply

0 �= ϕ2 ∈ [MJ2(Z), 2, 3, 1,−ι̇].
In section 5 we need the restriction of Maaß-lifts to the diagonal, which in the case of

paramodular forms is properly defined by a certain Witt-operator (see (5.1)).

If f ∈ [Mp2(Z), k − 1
2 , ν̃

dρ∗d/2,d], then we associate with f the “Nullwert” of the

Jacobi-form (f,Θd/2,d), which we denote by Ψ0f , i.e.

(Ψ0f )(z) = (f,Θd/2,d)(z, 0) .

Obviously we have Ψ0f ∈ [SL2(Z), k, ν̃
d ]. The mapping f 	→ Ψ0f is a surjective ho-

momorphism (as we will prove immediately). The importance of this surjectivity is, that
we can show now, how to lift certain modular forms from the diagonal as Maaß-lifts to
paramodular forms. Although the following lemma is needed only in a very few special
cases later on, we give a slightly more general statement here.

LEMMA 3.8. 1) Let d be a divisor of 6 and ν = μ2κ ∈ Γ ∗ab
3 .

[Mp2(Z), k − 1
2 , ν̃

dρ∗d/2,d] → [SL2(Z), k, ν̃
d ] , f 	→ Ψ0f

is a surjective homomorphism.
2) Let f ∈ [Mp2(Z), k − 1

2 , ρ
∗
3,6] and assume that (Ψ0f )(τ ) = ∑n∈�0

α(n)e2πι̇nτ

is an simultaneous eigenform of all Hecke-operators T (1)(m). Then

W3(M(f ))(z1, z3) = 1

α(1)
Ψ0f (z1) Ψ0f (z3) .(3.9)

Proof. 1) [SL2(Z), k, ν̃
d ] = {0}, if k is odd, since ν̃(−I) = 1. Thus we may

assume k ≡ 0 mod 2Z. Then there are three cases left:
Case 1: d = 2. Since [SL2(Z), k, ν̃

2] = η8[SL2(Z), k − 4, 1] by lemma 5.1 and
φ4,1(τ, 0) = φ12,1(τ, 0)/η16(τ ) = 12η8(τ ), a pre-image of η8f in [MJ2(Z), k, 1, (v4,1)

2]
is given by 1

12φ4,1 f .

Case 2: d = 3. Since [SL2(Z), k, ν̃
3] = η12[SL2(Z), k − 6, 1] by lemma 5.1 and

φ6,3/2(τ, 0) = 2η12(τ ), a pre-image of η12f in [MJ2(Z), k,
3
2 , (v4,1)

3] is given by 1
2φ6,3/2 f .
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Case 3: d = 6. Since a basis of [SL2(Z), k, 1] is given by g a4g
b
6 for all (a, b) ∈ N2

0

with 4a + 6b = k, it is sufficient to find pre-images of these forms. A pre-image of g a4g
b
6

in [MJ2(Z), k, 3, 1] is g a−1
4 g b6E4,3, if a > 0, or g a4g

b−1
6 E6,3, if b > 0.

2) Assume f ∈ [Mp2(Z), k− 1
2 , ρ

∗
3,6] is such thatΨ0f is an simultaneous eigenform

of all Hecke-operators T (1)(m) (which are the usual Hecke-operators on elliptic modular

forms as in [26] or [21]), i.e. Ψ0f kT (1)(l) = lk−2 α(l)
α(1)Ψ0f for all l ∈ N (because of the

normalization of T (1)(l) chosen here). From the definition we derive for Φ = (f,Θ3,6)

Φ̃3 kT (1)(m)(z1, 0, z3) = m2k−3
∑

ad=m, b mod d

d−kΦ(az1+b
d
, 0)e2πι̇3mz3

= (Ψ0f ) kT (1)(m)(z1)e
2πι̇3mz3 = mk−2α(m)

α(1)
(Ψ0f )(z1)e

2πι̇3mz3 .

Finally we find

W3(M(f ))(z1, z3) =M(f )

(
z1 0
0 z3/3

)
= c0(0)

−Bk
2k

g k(z1)

+
∑

m∈�
m2−kΦ̃3 kT (1)(m)(z1, 0, z3/3)

= α(0)−Bk
2k

g k(z1)+
∑

m∈�

α(m)

α(1)
(Ψ0f )(z1) e

2πι̇3mz3/3

= α(0)−Bk
2k

g k(z1)+ (Ψ0f )(z1)
1

α(1)

∑

m∈�
α(m)e2πι̇mz3

= α(0)
(−Bk

2k
g k(z1)− 1

α(1)
(Ψ0f )(z1)

)
+ 1

α(1)
(Ψ0f )(z1)(Ψ0f )(z3)

= 1

α(1)
(Ψ0f )(z1)(Ψ0f )(z3) ,

since α(0) = 0 or Ψ0f is a multiple of the Eisenstein-series g k (in which case 1
α(1)Ψ0f (z1)

= −Bk2k g k(z1)). �
If a suitable Hecke-theory for [SL2(Z), k, ν̃] with nontrivial characters ν̃ had been

developed, one might prove formulas for the restrictions of the Maaß-lifts to the diagonal
in the same way in general.

4. Divisors and Borcherds-products

Using results of R. Borcherds [1], it is possible to find paramodular forms (of degree 2)
with known (zero-)divisors, so called Borcherds-products. Borcherds theory is formulated
in terms of orthogonal groups and paramodular forms arise from these using well-known
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isomorphisms of the underlying groups. A description can be found e.g. in [15, Sec. 1.3]
and, more general, in [12].

Throughout this section we assume t ∈ N. Consider the lattice L := Z2 × Z2 × Z

equipped with the quadratic form qt ((l1, l2, l3, l4, β)) = l1l2 + l3l4 − tβ2. L has signature
(2, 3). Let

K = {λ ∈ M | l1 = l2 = 0} ,
K+ = {Y = (y1, y3, y2) ∈ K ⊗ R | qt(Y ), y1 > 0} .

Associated with L is the half-space HL = K ⊗ R + ι̇K+, which is essentially the Siegel-
half-space H2 of degree 2 via the biholomorphic transformation

ωt : H2 → HL,

(
z1 z2
z2 z3

)
	→ (z1, tz3, z2) .

Let O(L)+ = O(L) ∩ SO(L⊗ R)+, where SO(L⊗ R)+ is the connected component
of the identity in the special orthogonal group of L⊗R. PO(L)+ = O(L)+/{± id} acts on
HL as a group of biholomorphic transformations.

As described in [15], the arithmetic structure PO(L)+ corresponds to the group PΓ max
t

= Γ max
t /{±I } in the symplectic setting, i.e. there is an isomorphism Ωt : PΓ max

t →
PO(L)+, which is compatible with the identification of the associated half-spaces via ωt .
In other words, there is a commutative diagram

PΓ max
t ×H2

(Ωt ,ωt )−−−−→ PO(L)+ ×HL
⏐
⏐
�

⏐
⏐
�

H2
ωt−−−−→ HL

where the vertical arrows indicate the action of Γ max
t resp. O(L)+ on the corresponding

half-space. Explicit formulas for Ωt and the action of O(L)+ on H2 can be found in [12,
Prop. 2.6] and [15, Sec. 1.3].

Using the automorphic embedding (Ωt , ωt ) we can think of modular forms for (sub-
groups of) O(L)+ as paramodular forms. Note that the weight of the forms is the same on
both sides (see [3, Sec. 3.3] for details on the translation of factors of automorphy). We do
not worry about how multiplier-systems correspond exactly, since they are left unspecified
in the next theorem and we will determine them in the symplectic setting.

Let L′ be the dual of L (with respect to the bilinear form bt (x, y) = qt (x + y) −
qt (x) − qt (y) associated with qt ). Explicitly L′ = Z2 × Z2 × 1

2tZ, thus we can identify

L′/L with 1
2tZ/Z (in the obvious way). For λ = (l1, l2, l3, l4, β) ∈ L′ with qt (λ) < 0

define

λ⊥ :=
{
Z ∈ H2 | l1 − tl2 det(Z)+ trace

((
l3 −tβ
−tβ tl4

)
Z

)
= 0

}
.

This is a rational quadratic divisor. The discriminant of λ⊥ is δ(λ⊥) = −4tqt (λ), if λ ∈ L′
is primitive. As is easily seen, Γ max

t acts on the set of rational quadratic divisors of fixed

discriminant: Given M ∈ Γ max
t and λ⊥ a rational quadratic divisor, the set Mλ⊥ := {M ·
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Z |Z ∈ λ⊥} is again a rational quadratic divisor with δ(λ⊥) = δ(Mλ⊥) (in fact this action
realizes a homomorphism Γ max

t → PO(L)+, which is essentially the isomorphism Ωt ).
Following Freitag and Hermann [12, Lemma 4.4], one can show:

LEMMA 4.1. All rational quadratic divisors of fixed discriminant are equivalent
under Γ max

t .

Note that the Γt -orbits of rational quadratic divisors of fixed discriminant are distin-
guished by their image in the discriminant-group L′/L. The importance of lemma 4.1 is,
that if t is prime, any modular form for Γ ∗t , that vanishes on a rational quadratic divisor λ⊥,

vanishes on the orbit Γ ∗t λ⊥ =
⋃
M∈Γ ∗t Mλ

⊥. This will be used extensively in section 5 to

determine generators of graded rings of modular forms for Γ ∗3 (with multiplier-systems).
Set VL := {f : L′/L→ C} and let ρL : Mp2(Z)→ GL(VL) be the Weil-representa-

tion associated with the quadratic module (L′/L, qt mod Z) as in [1, Sec. 4]. Then ρL ∼=
ρ∗t,0 (where ρ∗t,0 is the representation of Mp2(Z), which already appeared in the preceeding

section) via the identification x
2t 	→ x of L′/L = 1

2tZ/Z and Z/2tZ. Again we have a
decomposition ρL = ρL,ι̇ ⊕ ρL,−ι̇ , where ρL,s is the restriction of ρL to the eigenspace of
ρL(Ĵ

2) with eigenvalue s. Note that ρL,s ∼= ρ∗t,0,−s because of the dual. O(L)+ acts on

VL by (Mf )(l) = f (M−1l). The discriminant-kernel O(L)+d ⊂ O(L)+ is the subgroup,

fixing VL pointwise. Via the action on VL, there is an induced action of O(L)+ on the
space [Mp2(Z), k, ρL]mer. The crucial point is, that O(L)+/O(L)+d ∼= O(L/L′) is the
orthogonal group of (L′/L, qt mod Z). Therefore, the action of O(L)+ commutes with the
action of Mp2(Z) via ρL on VL (and, for square-free t at least, O(L/L′) decomposes ρL
into irreducible constituents).

f ∈ [Mp2(Z), k, ρL]mer has a Fourier-expansion

f =
∑

l∈L′/L

∑

−∞�n∈qt (l)+�
c(l, n)e2πι̇nτ f cl .

Note that c(l, n) is defined for l ∈ 1
2tZ also (via the identification of 1

2tZ/Z with L′/L).
The following fundamental theorem is a special case of [1, Th. 13.3] or [3, Th. 3.19]

for lattices of signature (2, 3).

THEOREM 4.2 Let f ∈ [Mp2(Z),− 1
2 , ρL]mer with Fourier-coefficients c(l, n) for

l ∈ L′/L and −∞ � n ∈ q(l) + Z. Assume c(l, n) ∈ Z for all n ≤ 0 and all l ∈ L′/L.
Then there is a (meromorphic) modular form B(f ) of weight c(0, 0)/2 for the subgroup
of O(L)+ fixing f with some multiplier-system, such that all zeros and poles of B(f ) are
along rational quadratic divisors λ⊥, λ ∈ L′ primitive, qt (λ) < 0, with multiplicity

∑

r∈�
c(rλ, r2qt (λ)) .

We will refer to the functions B(f ) as Borcherds-products. As the name suggests,
these functions have product-expansions, but these are converging only “near cusps” in
general. As explained above, we think of Borcherds-products B(f ) as paramodular forms
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also. A description of the product-expansions of Borcherds-products in the symplectic
setting was given in our special case in [15, Th. 2.1] (there the input are “weak” Jacobi-
forms instead of meromorphic vector-valued modular forms, which is essentially the same
by arguments analogous to lemma 3.5).

Every f ∈ [Mp2(Z),− 1
2 , ρL]mer is fixed by the discriminant-kernel O(L)+d at least.

But the irreducible constituents of ρL are fixed by nontrivial subgroups of O(L)+/O(L)+d
in general. For weight − 1

2 , non-trivial contributions to [Mp2(Z),− 1
2 , ρL]mer only come

from ρL,ι̇ since [Mp2(Z),− 1
2 , ρL,−ι̇]mer is trivial. This implies (using the explicit formula

for ρ∗t,0(Ĵ 2) given in (3.8)), that if f ∈ [Mp2(Z),− 1
2 , ρL]mer, then f (τ)(−l) = f (τ)(l),

i.e. f is invariant underM ∈ O(L)+, ifM acts as multiplication by−1 on the discriminant-
group (at least). Note that Ωt(Vt ) acts as −1 on the discriminant-group. Thus Borcherds-
products are always paramodular forms for Γ ∗t at least. In general, there is a distinguished
irreducible constituent of ρL, which is invariant under the full group O(L)+.

We summarize results from [1, Th. 13.3], [3, Th. 3.19] and [15, Th. 2.1] in our special
case (in the symplectic setting):

COROLLARY 4.3. Let f ∈ [Mp2(Z),− 1
2 , ρL]mer with Fourier-coefficients c(l, n)

for l ∈ L′/L and−∞� n ∈ qt (l)+Z. Assume c(l, n) ∈ Z for all n ≤ 0 and all l ∈ L′/L.
1) There is a (meromorphic) modular form B(f ) of weight c(0, 0)/2 for Γ ∗t with

some multiplier-system, such that all zeros and poles of B(f ) are along rational quadratic
divisors λ⊥, λ ∈ L′ primitive, qt(λ) < 0, with multiplicity

∑

r∈�
c(rλ, r2qt (λ)) .

2) Let n0 := −min{n ∈ 1
4tZ | c(l, n) �= 0 for some l ∈ L′/L}, define

A = 1

24

∑

l∈�
c(l/2t,−l2/4t) , B = 1

2

∑

l∈�
l c(l/2t,−l2/4t) ,

C = 1

4

∑

l∈�
l2c(l/2t,−l2/4t) , D =

∑

n∈�, l∈�
σ1(n)c(l/2t,−n− l2/4t)

and set λW =
( A B/2
B/2 C

)
(this is essentially the Weyl-vector from [1, Th. 13.3]). Then B(f )

has a product-expansion, converging for �(Z) > n0, of the form

B(f )(Z) = e2πι̇ trace(λWZ)
∏

(m,n,l)>0

(1− e2πι̇(nz1+lz2+tmz3))c(l/2t,mn−l2/4t )

(here (m, n, l) > 0 means m, n ∈ N0, l ∈ Z and l < 0 or m + n > 0). Moreover, the
Borcherds-product satisfies B(f )(Vt · Z) = (−1)DB(f )(Z).

Borcherds lift is multiplicative: For f and g satisfying the assumptions from corollary
4.3, one finds B(f + g ) = B(f )B(g ).

In the remaining part of this section, we give some explicit examples of Borcherds-
products for Γ ∗3 . For applications in the following section, we are interested in forms
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with “minimal” divisor (and “small” weight). From Borcherds theorem it is heuristically
clear, that we have to determine meromorphic forms in [Mp2(Z),− 1

2 , ρL,ι̇]mer with poles
of minimal order. The following table lists representatives λj of all the orbits Ω3(Γ

∗
3 )λj

with primitive λj ∈ L′ such that −1 ≤ q3(λj ) = −j
12 < 0. The 4th column gives the

defining equation of the rational quadratic divisor λ⊥j with discriminant δ(λ⊥j ) = j ≤ 12.

In the 5th column, the order ordψ of the Borcherds-product ψ = B(f ), associated with a

form f ∈ [Mp2(Z),− 1
2 , ρL,ι̇]mer with Fourier-coefficients c(l, n), along λ⊥j is given, if f

has a pole of order ≤ 1 at the cusp ι̇∞.

j λj q(λj ) Z ordψ(λ⊥j )

1 (0, 0, 0, 0, 1
6 ) − 1

12 z2 = 0 c( 1
6 ,− 1

12 )+ c( 2
6 ,− 4

12 )+ c( 3
6 ,− 9

12 )

4 (1, 0, 0, 0, 2
6 ) − 1

3 z2 = 1
2 c( 1

3 ,− 1
3 )

9 (1, 0, 0, 0, 3
6 ) − 3

4 z2 = 1
3 c( 1

2 ,− 3
4 )

12 (0, 0, 1,−1, 0) −1 z3 = 1
3z1 c(0,−1)

In order to construct Borcherds-products explicitly, the only question that remains is:

How to find modular forms f ∈ [Mp2(Z),− 1
2 , ρL,ι̇]mer with explicitly given singularities?

There are (at least) two possibilities:
1) The first method is to find holomorphic modular forms of weight 12n−1/2, n ∈ N

with multiplier-system ρL,ι̇ and divide by Δn12. In other words, we can use

[Mp2(Z),− 1
2 , ρL,ι̇]mer =

∑

n∈�
Δ−n12 [Mp2(Z), 12n− 1

2 , ρL,ι̇] .

Since for t = 3 we have ρL,ι̇ ∼= ρ∗3,0,−ι̇, and we gave an explicit basis of the module

[MJ2(Z),
1
2Z, 3, 1, ι̇] ∼= [Mp2(Z),

1
2 Z, ρ∗3,0,−ι̇] over R in section 3 on page 13, all forms in

the spaces [Mp2(Z), 12n− 1
2 , ρL,ι̇] can be calculated explicitly in principle.

2) There is a second method given by Borcherds in [2]. The result from
[2, Th. 3.1] states, that there is a “simple” criterion for a given singularity of type
(
∑
n∈qt (l)+�−∞�n≤0

h(l, n)qn)l∈L′/L (at ι̇∞) to be extensible to a meromorphic form in

[Mp2(Z),− 1
2 , ρL]mer: There exists f ∈ [Mp2(Z),− 1

2 , ρL]mer (with Fourier-coefficients
cf (l, n)), such that h(l, n) = cf (l, n) for all l and n ≤ 0, if and only if every g ∈
[Mp2(Z),

5
2 , ρ

∗
L] (with Fourier-coefficients cg (l, n)) satisfies

∑

l∈L′/L

∑

n∈qt (l)+�, n≤0

h(l, n)cg (l,−n) = 0 .(4.1)

Note that in general for f ∈ [Mp2(Z), 2 − k, ρ]mer and g ∈ [Mp2(Z), k, ρ
∗], we have

(f, g ) ∈ [SL2(Z), 2, 1]mer and therefore
∑
l,n≤0 cf (l, n)cg (l,−n) = 0.
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Speaking informally, we can say that all obstructions for a given singularity to
be extensible to a meromorphic form in [Mp2(Z),− 1

2 , ρL]mer come from forms in

[Mp2(Z),
5
2 , ρ

∗
L]. Therefore we call [Mp2(Z),

5
2 , ρ

∗
L] the obstruction-space for [Mp2(Z),

− 1
2 , ρL]mer.

Using the dimension-formula from lemma 3.7 (and the parameters from the table on
page 13 as well as ρ∗L ∼= ρ3,0), we find dim[Mp2(Z),

5
2 , ρ

∗
L] = 1. A generator of the

obstruction-space can be realized as a vector-valued Eisenstein-series E 5
2

as given in [4,

Th. 4.8]. The Fourier-development of E 5
2

is given by (here we set q = e2πι̇τ )

E 5
2
(τ )(0) = 1− 24q1 − 72q2 +O(q3)

E 5
2
(τ )(1/6) = E 5

2
(τ )(5/6) = − 1q1/12 − 12q13/12 +O(q25/12)

E 5
2
(τ )(2/6) = E 5

2
(τ )(4/6) = − 7q1/3 − 55q4/3 +O(q7/3)

E 5
2
(τ )(3/6) = − 34q3/4 − 48q7/4 +O(q11/4) .

Note that E 5
2

actually lies in [Mp2(Z),
5
2 , ρ

∗
L,ι̇] thus for l ∈ L′/L we find

−ι̇E 5
2
(τ )(l) =

(
ρ∗L(Ĵ 2)E 5

2

)
(τ )(l) = −ι̇E 5

2
(τ )(−l) .

If we restrict the order of the pole at ι̇∞ to be ≤ 1, the obstruction-problem (4.1)
admits the following singularities Hl = ∑

n∈qt (l)+�,−1≤n≤0 h(l, n)q
n, l ∈ L′/L, as solu-

tions:
H0 = 0 q−1 + 2 q0 0 q−1 + 12 q0 0 q−1 + 32 q0 1 q−1 + 24 q0

H1/6 = H5/6 = 1 q−1/12 −1 q−1/12 −1 q−1/12 0 q−1/12

H2/6 = H4/6 = 0 q−1/3 1 q−1/3 0 q−1/3 0 q−1/3

H3/6 = 0 q−3/4 q−3/4 1 q−3/4 0 q−3/4 .

The corresponding Borcherds-products are denoted by ψ1, ψ6, ψ16 and ψ12 (the index
always indicates the weight of the Borcherds-product). The following table lists the weight
k and the order of the Borcherds-product ψk along the rational quadratic divisors λ⊥j of

discriminant ≤ 12 (there are no zeros along rational quadratic divisors of discriminant
> 12). The 6th column gives the multiplier-system ν of the Borcherds-products. In the last
four columns, the parameters A, B, C and D from corollary 4.3 (originally [15, Theorem
2.1]) are listed.

k λ⊥1 λ⊥4 λ⊥9 λ⊥12 ν A B C D

1 1 0 0 0 χκμ2 1/6 1/2 1/2 0

6 0 1 0 0 κ 1/2 1/2 3/2 0

16 0 0 1 0 μ 4/3 1 4 0

12 0 0 0 1 χ 1 0 0 1
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Since the multiplier-system of Borcherds-products is left undetermined by theorem
4.2, we have to give additional arguments. Again, there are several possibilities:

1) Let ν be the multiplier-system of the Borcherds-productψk . From the parameter
A and the product-expansion of ψk in corollary 4.3, one can easily deduce ψk

(
Z + ( 1 0

0 0

))

= e2πι̇Aψk(Z), thus ν
(
trans

(
1 0
0 0

)) = e2πι̇A = (μ2κ)
(
trans

(
1 0
0 0

))6A. Furthermore,

ψk kV3 = (−1)k+Dψk follows directly from corollary 4.3, thus ν(V3) = (−1)k+D.

Since each character ν ∈ Γ ∗ab
3 is uniquely determined by the values ν

(
trans

(
1 0
0 0

))

and ν(V3), we have ν = (μ2κ)6Aχk+D .
2) Alternatively, some ad hoc arguments gan be given for some of the Borcherds-

products at least. By the way, we get other useful information as a side-effect. For example,
we can identify some Borcherds-products with certain Maaß-lifts.

Note that modular forms of weight k with multiplier-system ν necessarily have zeros
along certain rational quadratic divisors λ⊥, if this divisor is fixed pointwise by a trans-
formation Mλ ∈ Γ ∗3 , such that j2(Mλ,Z)

−k �= ν(Mλ) for all Z ∈ λ⊥. Here are some
examples of such transformations for (some of) the rational quadratic divisors of discrimi-
nant ≤ 1:

Z ∈ λ⊥1 �⇒ Z = Z
[(

1 0
0 −1

)]
,

Z ∈ λ⊥4 �⇒ Z = Z
[(

1 0
0 −1

)]
+
(

0 1
1 0

)
,

Z ∈ λ⊥12 �⇒ Z = Z
[(

0
√

3
1/
√

3 0

)]
.

In all cases we have j2(Mλ,Z) = −1. Thus for f ∈ [Γ ∗3 , k, χj (μ2κ)l] we find

f (Z) = 0 on

⎧
⎪⎨

⎪⎩

λ⊥1 , if (−1)k �= 1 ,

λ⊥4 , if (−1)k �= (−1)l ,

λ⊥12, if (−1)k �= (−1)j .

Some special cases frequently needed later are

f = 0 on λ⊥1 for f ∈ [Γ ∗3 , 2k + 1, ν] (all k ∈ Z, ν ∈ Γ ∗ab
3 ) ,(4.2)

f = 0 on λ⊥4 for f ∈ [Γ ∗3 , 2k, κ(χμ)j ] (all k, j ∈ Z) ,(4.3)

f = 0 on λ⊥12 for f ∈ [Γ ∗3 , 2k, χ(κμ)j ] (all k, j ∈ Z) .(4.4)

Now we can determine the multiplier-system of the Borcherds-productsψ1 and ψ6.
Let 0 �= f1 ∈ M1,1,ι̇ be a generator of the Maaß-space of weight 1 with character

χμ2κ . It follows from (4.2), that f1 = 0 on λ⊥1 . Then f1/ψ1 is a non-trivial paramodular
form in [DΓ ∗3 , 0, 1] ∼= C. Thus we have ψ1 = cf1 for some c ∈ C×. Especially, ψ1 has

multiplier-system χμ2κ .
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Let 0 �= f6 ∈ M6,3,−ι̇ be a generator of the Maaß-space of weight 6 with character
κ . It follows from (4.3), that f6 = 0 on λ⊥4 . Then f6/ψ6 is a non-trivial paramodular
form in [DΓ ∗3 , 0, 1] ∼= C. Thus we have ψ6 = cf6 for some c ∈ C×. Especially, ψ6 has
multiplier-system κ .

The other Borcherds-products can’t be dealt with in the same way. But for ψ12 at
least, we can find some other arguments (we do not need ψ16 in section 5). Note that the
zeros of ψ12 imply, that the multiplier-system of ψ12 is of the form ν = χjμl for some
j, l ∈ Z (if κ would appear in ν, then we had ψ12 = 0 on λ⊥4 using (4.3)). We want it to be
χ . ψ12 cannot be a Maaß-lift in this case and we cannot give an argument analogous to ψ1
and ψ6 but have to find another realization of ψ12. The idea is the following: If we find a
non-trivial form f ∈ [Γ3, k, ξ ], where ξ is a non-symmetric character in Γ ab

3 (such as μ1)
of order n, then f n− f n nkV3 is a non-trivial form with character χ for Γ ∗3 f n− f n|kV3 is

non-trivial, since otherwise we would have f n(Z) = f n nkV3(Z) = (−1)−nkf n(V3·Z) for

all Z ∈ H2. Because H2 is simply connected, this would imply f (Z) = (−1)−kζ f (V3·Z)
for all Z ∈ H2 with ζ a fixed nth root of unity. From this we could derive for all M ∈ Γ3

ξ(M)f (Z) = f kM(Z) = ζ
(
f kV3M

)
(Z) = ζ ξ(V3MV

−1
3 )f kV3(Z)

= ξ(V3MV
−1
3 )f (Z) .

Thus ξ would be symmetric, in contradiction to our assumption on ξ .
As an example of such a form for Γ3 with non-symmetric character, we want to define

an Eisenstein-series E4(μ1) ∈ [Γ3, 4, μ1] of Klingen-type for Γ3 with (non-symmetric)
character μ1 by

E4(μ1)(Z) :=
∑

M:±Γ3,∞\Γ3

μ1(M)
−1η8((M ·Z)∗)1 4M(Z)

(here (M ·Z)∗ is the upper left entry of M ·Z). The summation is well-defined, since μ̃1 is
the multiplier-system of η8. Moreover, limy→∞E4(μ1)

(
τ 0
0 ι̇y

) = η8(τ ) �= 0, thus E4(μ1)

is non-trivial. Since μ1 has order 3, the argument given above, now would lead to ψ12 ∈
[Γ ∗3 , 12, χ], if the sum defining E4(μ1) would converge absolutely. But this is not the
case. Probably the convergence can be fixed using some sort of Hecke-trick. We avoid this
minor problem in the following way. We define an Eisenstein-series E8(μ

2
1) ∈ [Γ3, 8, μ2

1]
of Klingen-type for Γ3 with (non-symmetric) character μ2

1 by

E8(μ
2
1)(Z) :=

∑

M:±Γ3,∞\Γ3

μ1(M)
−2η16((M ·Z)∗)1 8M(Z) .

Note that the sum converges absolutely now and is well-defined again, i.e. we have
0 �= E8(μ

2
1) ∈ [Γ3, 8, μ2

1]. In this case, the argument given above leads to 0 �= f24 :=
E8(μ

2
1)

3 + E8(μ
2
1)

3
24V3 ∈ [Γ ∗3 , 24, χ]. From (4.4) we get f24 = 0 on λ⊥12. Thus

f12 := f24/ψ12 is a non-trivial form of weight 12 for Γ ∗3 (with some multiplier-system).

f12 12V3 = −f12 would imply f12/ψ12 ∈ [DΓ ∗3 , 0, 1] and f24 = c ψ2
12 with some

constant c ∈ C×. As a square, ψ2
12 can have multiplier-systems of 3-power-order only,
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but the multiplier-system of f24 has order 2. Thus we must have f12 12V3 = f12 and

ψ12 12V3 = −ψ12, i.e. the multiplier-system of ψ12 is of the form ν = χμl for some

l ∈ Z. Now if μl �= 1, then W3(ψ12)(z1, z3) = ψ12
(
z1 0
0 z3/3

)
would be a form of weight

12 on H1 × H1 with (non-trivial) multiplier-system v8l
η × v8l

η . With l ∈ {1, 2}, lemma 5.1

leads toW3(ψ12)(z1, z3) = c η8l(z1)η
8l(z3)g 12−4l(z1)g 12−4l(z3) for some c ∈ C×. On the

other hand we have

W3(f kV3)(z1, z3) = (−1)kf

(
V3 ·

(
z1 0
0 z3/3

))
= (−1)kf

(
z3 0
0 z1/3

)

= (−1)kW3(f )(z3, z1)

in general. Since ψ12 12V3 = −ψ12, this implies W3(ψ12)(z1, z3) = −W3(ψ12)(z3, z1).

But obviously η8l(z1)η
8l(z3)g 12−4l(z1)g 12−4l(z3) is invariant under interchanging z1 and

z3. Thus in this case W3(ψ12) = 0 would follow, but ψ12 does not vanish on λ⊥1 (identi-
cally). All together, ψ12 has multiplier-system χ .

REMARK 4.4. 1) There is noM ∈ Γ ∗3 , which fixes λ⊥9 pointwise. Thus vanishing

along λ⊥9 can’t be correlated to certain combinations of characters/weights as with the other
rational-quadratic divisors (of norm ≤ 12) above.

2) The characters μj cannot be used to derive zeros of forms along any rational-
quadratic divisor in general. For example, both ψ2

1 and ψ16 have character μ, but their
zero-divisors are disjoint.

3) All four Borcherds-productsψk already appeared in [15] (Th. 2.6, (3.22), Exam.
1.17 and (4.8) in [15] resp.).

4) In some sense the problem of finding generators for [DΓ ∗3 ,Z, 1] is as easy as
in the Siegel case (that is [DΓ1,Z, 1]), since in both cases the rational-quadratic divisors
can be separated by Borcherds-products (i.e. for any rational-quadratic divisor λ⊥ there is
a Borcherds-product vanishing exactly along the orbit Γ ∗t λ⊥ with order 1). The crucial
point is, that there are no cusp-forms in the obstruction-space in both cases, since by results
of Bruinier [3] the Eisenstein-series in the obstruction-space determines the weight of a
Borcherds-product only. By the same reason it can be expected, that the analogous problem
for Γ ∗2 can be solved in the same way (though everything is known in this case by [19], for
Γ2 and Γ ∗2 at least). For t ≥ 4 the obstruction-space seems to have dimension ≥ 2 (the
obstruction-space is in fact contained in the subspace associated with ρ∗L,ι̇). The following

table lists D = dim[Mp2(Z),
5
2 , ρ

∗
L] for some small t .

t 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

D 1 1 1 2 2 2 2 3 3 3 3 4 3 4 4 5 4 5 4 6

In general, finding generators for [DΓ ∗t ,Z, 1] gets more and more involved, as the dimen-
sion of the obstruction-space increases.
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5. Graded rings of modular forms

The divisor λ⊥1 can be used for a reduction process in the same way as it was used by
Freitag in the case of Siegel modular forms of degree two. More precisely, if we can lift all
(generators for the ring of) automorphic forms on λ⊥1 , that arise from paramodular forms

of level 3 by restriction to λ⊥1 , then for any paramodular form a suitable linear combination
with this lifts is divisible by the Borcherds-product ψ1 from the preceding section. It will
turn out, that it is sufficient to lift generators of a certain subring only, if we make use of
some of the other Borcherds-products too.

First we introduce some notation: For n ∈ N let Cn := C[X1, · · · ,Xn] be the ring of
polynomials in the n (independent) indeterminantsX1, · · · ,Xn. If l ≤ n we have a natural
inclusion Cl ⊂ Cn. For P ∈ Cn and j ∈ {1, · · · , n} let degj (P ) denote the degree of P
with respect to Xj .

We define the Witt-OperatorW3 on functions f : H2 → C by

W3(f )(z1, z3) := f
(
z1 0
0 1

3z3

)
.(5.1)

From the embedding of SL2(Z) × SL2(Z) → Γt , defined in section 2, we see, that f ∈
[Γ ∗3 , k, ν] impliesW3(f ) ∈ [SL2(Z)×SL2(Z), k, ν̃], i.e.W3(f ) is an elliptic modular form
of weight k with character ν̃ in each of the two variables separately. Moreover from the
transformation of f under V3 it follows that W3(f )(z3, z1) = (−1)kν(V3)W3(f )(z1, z3).

First we need more information about [SL2(Z), k, ν̃]. The following lemma 5.1 is
well-known. On the other hand it is prototypical for analogous statements in higher dimen-
sions, such as our main theorem 5.2 and the following lemmata. Therefore we sketch a
proof of lemma 5.1 also.

For even n ∈ N set Γ (n) := kern(vnη) ⊂ SL2(Z) (this is the invariance group of ηn).

LEMMA 5.1. Let n ∈ N be an even divisor of 24 and m = 24
n

.

[Γ (n),Z, 1] :=
⊕

k∈�
[Γ (n), k, 1] = C[ηn, g 4, g 6] .1)

More precisely, for j ∈ {0, · · · ,m− 1} we have

[SL2(Z), k, v
nj
η ] = ηnj [SL2(Z), k − nj/2, 1] .

2) The generators of [Γ (n),Z, 1] satisfy the relation (ηn)m = 1
123 (g 3

4 − g 2
6).

3) Let Pn = Xm1 − 1
123 (X

3
2 −X2

3) ∈ C3 and I = (Pn) ⊂ C3 be the ideal, generated

by Pn. Then [Γ (n),Z, 1] ∼= C3/I .

Proof. 1) If n ∈ N is an even divisor of 24, then DSL2(Z) ⊂ Γ (n) and Γ (n)/
DSL2(Z) acts on [Γ (n), k, 1] as a group of commuting operators. Thus if f ∈ [Γ (n), k, 1],
then we can decompose f = ∑

j :�/m�fj with fj ∈ [SL2(Z), k, v
nj
η ]. Therefore without

restriction, we can assume f ∈ [SL2(Z), k, v
nj
η ] with j ∈ {0, · · · ,m− 1}. Then
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f (τ + 1) = vnjη (T )f (τ ) = e2πι̇j/mf (τ)

and f has a zero at ι̇∞ of order j
m

at least. This implies fj /ηnj ∈ [SL2(Z), k − nj/2, 1].
2) follows from (ηn)m = Δ12 = 1

123 (g 3
4 − g 2

6), as is well-known.

3) The relation stated in 2) shows Pn(ηn, g 4, g 6) = 0 on H1. Now assume that
Q ∈ C3 satisfiesQ(ηn, g 4, g 6) = 0 on H1. We have to show, thatQ ∈ I . After reducingQ

modulo I , we may assume deg1(Q) < m. Write Q =∑m−1
j=0 X

j

1Rj with Rj ∈ C[X2,X3]
for all j . From our assumption

∑m−1
j=0 (η

n)jRj (g 4, g 6) = 0 on H1 follows. The summand

(ηn)jRj (g 4, g 6) has character vnjη . Since these characters are all different, all summands
have to vanish separately. Thus we get Rj (g 4, g 6) = 0 on H1 for all j . Because g 4 and g 6
are algebraically independent, Rj = 0 follows. Thus we arrive at Q = 0 ∈ I . �

Using lemma 3.8 we can choose Maaß-lifts Ek ∈ Mk,6,−ι̇ ⊂ [Γ ∗3 , k, 1] for k ∈
{4, 6, 12}, such that

W3(Ek)(z1, z3) = g k(z1)g k(z3) .

Especially, W3(E4), W3(E6) and W3(E12) generate the ring [SL2(Z) × SL2(Z), 2Z,

1]symm of symmetric modular forms of even weight on H1 × H1 (here symmetric means
f (z1, z3) = f (z3, z1) for all (z1, z3) ∈ H1 × H1; see e.g. [11, III, Folg. 4.1]). Moreover
these forms are algebraically independent on H1 × H1. Note that, despite the notation,
Ek is not necessarily an Eisenstein-series for Γ ∗3 of Siegel-type. From dimension-formulas
we will prove later, it can be seen, that in fact Ek is an Eisenstein-series (up to a non-zero
factor) for k ∈ {4, 6}.

Now we choose a Maaß-lift f4 ∈M4,2,−ι̇ ⊂ [Γ ∗3 , 4, μ], such that

W3(f4)(z1, z3) = η8(z1)η
8(z3) .

In fact, f4 is uniquely determined by this property, since dimM4,2,−ι̇ = 1. Note, that if
f ∈ M4,2,−ι̇, then W3(f ) ∈ Cη8(z1)η

8(z3) by lemma 5.1. Note too, that W3(f ) = 0

implies f = 0: If W3(f ) = 0, we have f/ψ2
1 ∈ [Γ ∗3 , 2, 1] and W3(f/ψ

2
1 ) = 0 again, thus

f/ψ4
1 ∈ [Γ ∗3 , 0, μ2] = {0} and f = 0.
Let ψ6, ψ12 be the Borcherds-products from section 4. Without loss of generality we

can scale these products in such a way, that

W3(ψ6)(z1, z3) = η12(z1)η
12(z2) ,

W3(ψ12)(z1, z3) = Δ12(z1)g 2
6(z2)− g 2

6(z1)Δ12(z2) .

Note that [SL2(Z) × SL2(Z), 12, 1]anti (the space of anti-symmetric modular forms of
weight 12 on H1×H1) has dimension 1 and is generated byΔ12(z1)g 6(z2)

2−g 6(z1)
2Δ12(z2)

(and 12 is the smallest weight k such that dim[SL2(Z)× SL2(Z), k, 1]anti �= 0).
With the Maaß-lifts just chosen and the Borcherds-products, constructed in section 4,

we have found enough forms in order to generate the graded ring of paramodular forms for
DΓ ∗3 . We summarize the properties of these forms (the lower index always indicates the
weight of the modular form):
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Ek ∈ [Γ ∗3 , k, 1] for k = 4, 6, 12, f4 ∈ [Γ ∗3 , 4, μ] ,
ψ1 ∈ [Γ ∗3 , 1, χκμ2] , ψ6 ∈ [Γ ∗3 , 6, κ] , ψ12 ∈ [Γ ∗3 , 12, χ] .

For later use we define some forms (the lower index is the weight again):

h6 = ψ6
1 ∈ [Γ ∗3 , 6, 1] , h8 = ψ4

1f4 ∈ [Γ ∗3 , 8, 1] , h10 = ψ2
1f

2
4 ∈ [Γ ∗3 , 10, 1] ,

h9 = ψ3
1ψ6 ∈ [Γ ∗3 , 9, χ] , h11 = ψ1ψ6f4 ∈ [Γ ∗3 , 11, χ] ,

h21 = ψ3
1ψ6ψ12 ∈ [Γ ∗3 , 21, 1] , h23 = ψ1f4ψ6ψ12 ∈ [Γ ∗3 , 23, 1] .

Now we state our main result.

THEOREM 5.2.

[DΓ ∗3 ,Z, 1] :=
⊕

k∈�
[DΓ ∗3 , k, 1] = C[f4, ψ6, ψ12, ψ1, E4, E6, E12] .1)

2) ψ1, E4, E6 and E12 are algebraically independent.
3) The generators of [DΓ ∗3 ,Z, 1] satisfy relations of the form (with certain constants

cj ∈ C and polynomials p1, p2 ∈ C4 and p3 ∈ C6)

f 3
4 − c1ψ

4
1 f4 E4 = p1(ψ

6
1 , E4, E6, E12) ,

ψ2
6 − c2ψ

4
1 f4 E4 = p2(ψ

6
1 , E4, E6, E12) ,

ψ2
12 = p3(ψ

4
1f4, ψ

2
1f

2
4 , ψ

6
1 , E4, E6, E12) .

4) [DΓ ∗3 ,Z, 1] ∼= C7/I, where I = (P1, P2, P3) ⊂ C7 is the ideal, generated by

P1 = X3
1 − c1X

4
4 X1X5 − p1(X

6
4,X5,X6,X7) ,

P2 = X2
2 − c2X

4
4 X1X5 − p2(X

6
4,X5,X6,X7) and

P3 = X2
3 − p3(X

4
4 X1,X

2
4 X

2
1,X

6
4,X5,X6,X7) .

Proof. 1) Γ ∗3 /DΓ ∗3 acts on [DΓ ∗3 , k, 1] as a group of commuting operators. The
decomposition of [DΓ ∗3 , k, 1] into the eigenspaces of these operators is

[DΓ ∗3 , k, 1] =
⊕

ν∈Γ ∗ab
3

[Γ ∗3 , k, ν] .(5.2)

Now let f ∈ [DΓ ∗3 , k, 1]. Using the decomposition (5.2), we can write f = ∑
ν∈Γ ∗ab

3
fν

with fν ∈ [Γ ∗3 , k, ν]. Therefore we can assume f ∈ [Γ ∗3 , k, ν] without restriction.
Case 1: k ≡ 1 mod 2Z. ThenW3(f ) = 0 by (4.2) and f/ψ1 ∈ [Γ ∗3 , k − 1, νχκμ].
Case 2: k ≡ 0 mod 2Z, ν(V3) = −1. Then f = 0 on λ⊥12 by (4.4), thus f/ψ12 ∈

[Γ ∗3 , k − 12, νχ].
Case 3: k ≡ 0 mod 2Z, ν = κ(χμ)j for some j ∈ Z. Then f = 0 on λ⊥4 by (4.3),

thus f/ψ6 ∈ [Γ ∗3 , k − 6, νκ].
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Case 4: k ≡ 0 mod 2Z, ν = μj , j ∈ {0, 1, 2}. Now, W3(f ) ∈ [SL2(Z) × SL2(Z), k,

v
8j
η ]symm, i.e. W3(f ) is a modular form for SL2(Z) with multiplier-system v

8j
η in each

of the two variables. Using lemma 5.1 we find W3(f )(z1, z2) = η8j (z1)η
8j (z2)h(z1, z2)

with a symmetric modular form h ∈ [SL2(Z) × SL2(Z), k − 4j, 1]symm. Thus there is a
polynomial P such that

h(z1, z3) = P(g 4(z1)g 4(z3), g 6(z1)g 6(z3) , g 12(z1)g 12(z3)) .

This shows, that W3(f ) can be lifted as f j4 P(E4, E6, E12) to a paramodular form on H2.

Now we have f − f j4 P(E4, E6, E12) = 0 on λ⊥1 and (f − f j4 P(E4, E6, E12))/ψ1 ∈
[Γ ∗3 , k − 1, χκμj+1].

2) Assume Q ∈ C4 satisfies Q(ψ1, E4, E6, E12) = 0 on H2. Write Q =∑
t∈�0

Xt1Rt , where Rt ∈ C[X2,X3,X4] for all t . Restricting to H1 ×H1, we find

0 = W3(Q(ψ1, E4, E6, E12)) = R0(W3(E4),W3(E6),W3(E12)) .

Since W3(E4), W3(E6) and W3(E12) are algebraically independent (on H × H), R0 = 0
follows. Then Q = X1(

∑
t∈�0

Xt1Rt+1) is divisible by X1 and Q̃ = ∑
t∈�0

Xt1Rt+1

satisfies Q̃(ψ1, E4, E6, E12) = 0 on H2 again. Inductively Rt = 0 for all t , and Q = 0
altogether, follows. Therefore ψ1, E4, E6 and E12 are algebraically independent.

3) Obviously, f 3
4 , ψ

2
6 ∈ [Γ ∗3 , 12, 1] and ψ2

12 ∈ [Γ ∗3 , 24, 1]. From lemma 5.3, 1) it

follows, that f 3
4 , ψ

2
6 and ψ2

12 are polynomials in h8, h10, h6, E4, E6 and E12. Thus the

claim is true for ψ2
12. If P ∈ C6 is a polynomial, such that P(h8, h10, h6, E4, E6, E12) ∈

[Γ ∗3 , 12, 1], then P is of the form P = cX1X4 + p with c ∈ C, p ∈ C[X3,X4,X5,X6],
since all monomials of weight 12 containing h8 or h10 are given by h8E4. Therefore the
polynomials for f 3

4 and ψ2
6 are of the form given in the lemma.

4) The relations stated in 3) show Pj (f4, ψ6, ψ12, ψ1, E4, E6, E12) = 0 on H2 for
j = 1, 2, 3. We have to prove, that ifQ ∈ C7 is such that Q(f4, ψ6, ψ12, ψ1, E4, E6, E12)

= 0 on H2, then Q ∈ I := (P1, P2, P3). Therefore assume Q(f4, · · · , E12) = 0 on H2.
Moreover, after reducing Q modulo I , we can assume deg3(Q) ≤ 1, deg2(Q) ≤ 1 and
deg1(Q) ≤ 2. Write Q = ∑

t∈�0
Xt4Rt , where Rt ∈ C7 satisfies deg4(Rt ) = 0 for all t

(i.e. X4 does not appear in Rt ). Now we show R0 = 0. First write

R0 =
∑

0≤r1≤2,
0≤r2,r3≤1

X
r1
1 X

r2
2 X

r3
3 Ur1r2r3 with Ur1r2r3 ∈ C[X5,X6,X7] for all r1, r2, r3 .

Restricting to λ⊥1 , we find (here f ⊗ g is defined by (f ⊗ g )(z1, z2) = f (z1)g (z2))

0 = W3(Q(f4, · · · , E12))

= R0(η
8 ⊗ η8, η12 ⊗ η12,W3(ψ12) , 0, g 4 ⊗ g 4, g 6 ⊗ g 6, g 12 ⊗ g 12)

=
∑

0≤r1≤2, 0≤r2,r3≤1

(η⊗ η)8r1+12r2W3(ψ12)
r3Ur1r2r3(g 4 ⊗ g 4, g 6 ⊗ g 6, g 12 ⊗ g 12)
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on H1 × H1. Since the characters of the summands come from the factors (η ⊗ η)8r1+12r2

and are therefore all different, and because each summand is (−1)r3-symmetric (under
(z1, z4) 	→ (z4, z1)), the summands vanish one for one. Thus we haveUr1r2r3(g 4⊗g 4, g 6⊗
g 6, g 12⊗g 12) = 0 on H1×H1 and, by the argument applied in the proof of 2), Ur1r2r3 = 0
for all r1, r2, r3. This proves R0 = 0. Now Q = X4(

∑
t∈�0

Xt4Rt+1) follows, i.e. Q is
divisible byX4, and we can apply the same argument toQ/X4 again. Inductively we derive
Rt = 0 for all t . ThereforeQ = 0 ∈ I , as had to be shown.

Since all generators for [DΓ ∗3 ,Z, 1] are modular forms for Γ ∗3 (with multiplier-
systems), we can in principle find generators for the graded rings of paramodular forms
for all groups Γ with DΓ ∗3 ⊂ Γ ⊂ Γ ∗3 . We give three examples. The following lemma
will be useful for a reduction-process from forms on a 4-dimensional half-space, e.g. the
hermitian half-space of degree 2. An analogous example was given by Freitag [11], where
he used paramodular forms in [Γ ∗2 , 2Z, 1] to determine generators for the ring of symmetric

Hermitian modular forms of degree 2 for Q(
√−1). Actually, this was our prime motivation

for the present note and we hope to use the results presented here in order to find generators
for the ring of Hermitian modular forms of degree 2 for Q(

√−2) soon.

LEMMA 5.3.

[Γ ∗3 , 2Z, 1] :=
⊕

k∈2�

[Γ ∗3 , k, 1] = C[h8, h10, h6, E4, E6, E12] ,1)

2) h6, E4, E6 and E12 are algebraically independent.
3) The generators of [Γ ∗3 , 2Z, 1] satisfy the following relations (here c1 ∈ C and

p1 ∈ C4 are the same as in theorem 5.2, 3))

h2
8 = h6h10 ,

h2
10 = h8(c1h8 E4 + p1(h6, E4, E6, E12)) ,

h8h10 = h6(c1h8 E4 + p1(h6, E4, E6, E12)) .

4) [Γ ∗3 , 2Z, 1] ∼= C6/I, where I = (P1, P2, P3) ⊂ C6 is the ideal, generated by

P1 = X2
1 −X2X3 ,

P2 = X2
2 −X1 (c1X1X4 + p1(X3,X4,X5,X6)) and

P3 = X1X2 −X3 (c1X1X4 + p1(X3,X4,X5,X6)) .

Proof. 1) Let f ∈ [Γ ∗3 , k, 1] and k ≡ 0 mod 2Z. We apply the reduction process
from lemma 5.2. First there is a polynomialQ1 ∈ C3, such that f −Q1(E4, E6, E12) = 0
along λ⊥1 of order 2 (since k is even). Then we have g 1 = (f −Q1(E4, E6, E12))/ψ

2
1 ∈

[Γ ∗3 , k−2, μ2
1]. Now there is a polynomialQ2 ∈ C3, such that g 1−f 2

4 Q2(E4, E6, E12) =
0 along λ⊥1 of order 2 again. Thus g 2 = (g 1 − Q2(E4, E6, E12))/ψ

2
1 ∈ [Γ ∗3 , k − 4, μ1]

and once more, there is a polynomial Q3 ∈ C3, such that g 2 − f4Q3(E4, E6, E12) = 0
along λ⊥1 of order 2. Finally g 3 = (g 2 −Q3(E4, E6, E12))/ψ

2
1 ∈ [Γ ∗3 , k − 6, 1] follows.

Summarizing, we have
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f = g 1ψ
2
1 + P1(E4, E6, E12) = (g 2ψ

2
1 + f 2

4 P2(E4, E6, E12))ψ
2
1 + P1(E4, E6, E12)

= (g 3ψ
2
1 + f4 P3(E4, E6, E12))ψ

4
1 + ψ2

1f
2
4 P2(E4, E6, E12)+ P1(E4, E6, E12)

= g 3 ψ
6
1 + f4 ψ

4
1 P3(E4, E6, E12)+ f 2

4 ψ
2
1 P2(E4, E6, E12)+ P1(E4, E6, E12) .

Inductively f ∈ C[ψ6
1 , ψ

4
1f4, ψ

2
1f

2
4 , E4, E6, E12] follows.

2) follows from theorem 5.2, 2).
3) The first relation follows directly from the definition of the hj ’s. For the other

two relations remember f 3
4 = c1h8 E4 + p1(h6, E4, E6, E12) from theorem 5.2.

4) The relations stated in 3) show Pj (h8, h10, h6, E4, E6, E12) = 0 for j = 1, 2, 3.
Now assume that Q ∈ C6 satisfies Q(h8, h10, h6, E4, E6, E12) = 0 on H2. Reducing Q
modulo I , we can assume that the degree of Q as a polynomial in X1 and X2 is 1 at most,
i.e. Q is of the form

Q = U0 +X1U1 +X2U2 with Uj ∈ C[X3,X4,X5,X6] for j = 0, 1, 2 .

Write Uj =∑k≥0X
k
3Rj,k with Rj,k ∈ C[X4,X5,X6], j = 0, 1, 2, k ∈ N0. We show, that

R0,0 = R1,0 = R2,0 = 0. Note that h8 and h10 vanish along λ⊥1 of order 4 and 2 resp. Thus

by restriction to λ⊥1 we have

0 = W3(Q(h8, h10, h6, E4, E6, E12)) = W3(U0(h6, E4, E6, E12))

= R0,0(W3(E4),W3(E6),W3(E12))

on H2
1. This implies R0,0 = 0. Now, on H2, we have

0 =
∑

k≥1

hk6R0,k(E4, E6, E12)+
∑

k≥0

h8h
k
6R1,k(E4, E6, E12)

+
∑

k≥0

h10h
k
6R2,k(E4, E6, E12)

=ψ2
1

(
ψ4

1

∑

k≥0

hk6R0,k+1(E4, E6, E12)+
∑

k≥0

ψ2
1f

2
4 h

k
6R1,k(E4, E6, E12)

+
∑

k≥0

f 2
4 h

k
6R2,k(E4, E6, E12)

)
.

Now the term in the brackets has to vanish on H2 and by restriction to λ⊥1 we get 0 =
W3(f4)

2R2,0(W3(E4),W3(E6),W3(E12)) on H2
1. Since f4 does not vanish along λ⊥1 , this

implies R2,0 = 0. Now, on H2, we have
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0 =
∑

k≥1

hk6R0,k(E4, E6, E12)+
∑

k≥0

h8h
k
6R1,k(E4, E6, E12)

+
∑

k≥1

h10h
k
6R2,k(E4, E6, E12)

=ψ4
1

(
ψ2

1

∑

k≥0

hk6R0,k+1(E4, E6, E12)+
∑

k≥0

f 2
4 h

k
6R1,k(E4, E6, E12)

+
∑

k≥0

f 2
4 ψ

4
1h

k
6R2,k+1(E4, E6, E12)

)
.

Again the term in the brackets has to vanish on H2 and restriction to λ⊥1 leads to 0 =
W3(f4)

2R1,0(W3(E4),W3(E6),W3(E12)) this time. As before R1,0 = 0 follows. Alto-
gether we see, that

Q = X3

(∑

k≥0

Xk3R0,k+1 + X1

∑

k≥0

Xk3R1,k+1 +X2

∑

k≥0

Xk3R2,k+1

)

is divisible by X3. Now the same argument can be applied to Q/X3 again. Inductively,
Rj,k = 0 for all j , k follows. ThereforeQ = 0 andQ ∈ I is proved. �

LEMMA 5.4.

[Γ ∗3 ,Z, 1] :=
⊕

k∈�
[Γ ∗3 , k, 1] = C[h21, h23, h8, h10, h6, E4, E6, E12] ,1)

2) The generators of [Γ ∗3 ,Z, 1] satisfy the following relations (here cj ∈ C, p1,

p2 ∈ C4 and p3 ∈ C6 are as in theorem 5.2, 3))

h2
8 = h6h10 ,

h2
10 = h8(c1h8 E4 + p1(h6, E4, E6, E12)) ,

h8h10 = h6(c1h8 E4 + p1(h6, E4, E6, E12)) ,

h2
21 = h6(c2h8 E4 + p2(h6, E4, E6, E12))p3(h8, h10, h6, E4, E6, E12) ,

h2
23 = h10(c2h8E4 + p2(h6, E4, E6, E12))p3(h8, h10, h6, E4, E6, E12) ,

h21h23 = h8(c2h8 E4 + p2(h6, E4, E6, E12))p3(h8, h10, h6, E4, E6, E12) ,

h21h8 = h23h6 ,

h21h10 = h23h8 ,

h23h10 = h21(c1h8E4 + p1(h6, E4, E6, E12)) .

3) [Γ ∗3 ,Z, 1] ∼= C8/I, where I = (Pj | j = 1, · · · , 9) ⊂ C8 is the ideal, generated
by
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P1 = X2
3 −X4X5,

P2 = X2
4 −X3 (c1X3X6 + p1(X5,X6,X7,X8)) ,

P3 = X3X4 − X5 (c1X3X6 + p1(X5,X6,X7,X8)) ,

P4 = X2
1 − p4(X3,X4,X5,X6,X7,X8)X5 ,

P5 = X2
2 − p(X3,X4,X5,X6,X7,X8)X4 ,

P6 = X1X2 − p(X3,X4,X5,X6,X7,X8)X3 ,

P7 = X1X3 − X2X5 ,

P8 = X1X4 − X2X3 ,

P9 = X2X4 − X1 (c1X3X6 + p1(X5,X6,X7,X8)) ,

with P4 = (c2X3X6 + p2(X5,X6,X7,X8)) · p3(X5,X6,X7,X8) .

Proof. 1) Let f ∈ [Γ ∗3 , k, 1]. If k ≡ 0 mod 2Z, then f ∈ C[h8, h10, h6, E4, E6,

E12] by lemma 5.3. Therefore assume k ≡ 1 mod 2Z. The reduction-process from
lemma 5.2 now leads to f/ψ1ψ6ψ12 ∈ [Γ ∗3 , k − 19, μ] and the existence of P ∈ C3,

such that f/ψ1ψ6ψ12 − f4P(E4, E6, E12) vanishes along λ⊥1 . Now f̃ = (f/ψ1ψ6ψ12 −
f4P(E4, E6, E12))/ψ

2
1 ∈ [Γ ∗3 , k − 23, 1] follows. We arrive at

f = ψ1ψ6ψ12(ψ
2
1 f̃ + f4P(E4, E6, E12)) ∈ h21[Γ ∗3 , k − 21, 1] + h23[Γ ∗3 , k − 23, 1] .

Since k − 21 and k − 23 are even, lemma 5.3 again implies the claim.
2) The relations involving h2

8, h2
10 and h8h10 are the same as in lemma 5.3. The

remaining relations follow from the definitions of the hk together with the relations from
theorem 5.2.

3) The relations stated in 2) show Pj (h21, h23, h8, h10, h6, E4, E6, E12) = 0 for
j = 1, · · · , 9. Now assume that Q ∈ C8 satisfies Q(h21, h23, h8, h10, h6, E4, E6, E12) =
0 on H2. Reducing Q modulo I , we can assume that the degree of Q as a polynomial in
X1, · · · ,X4 is 2 at most. Furthermore all terms of degree 2 in X1, · · · ,X4 can be reduced
to X2X3. ThenQ is of the form (here we set X0 = 1)

Q =
∑

0≤j≤4

XjUj +X2X3U23 with Uj ∈ C[X5,X6,X7,X8] for j = 0, · · · , 4, 23 .

Write Uj = ∑
k≥0X

k
5Rj,k with Rj,k ∈ C[X6,X7,X8], j = 0, · · · , 4, 23, k ∈ N0.

We show, that Rj,0 = 0 for j = 0, · · · , 4, 23. Note that 1, h21 = ψ3
1ψ6ψ12, h23 =

ψ1f4ψ6ψ12, h8 = ψ4
1f4, h10 = ψ2

1f
2
4 and h23h8 = ψ5

1f
2
4 ψ6ψ12 vanish along λ⊥1 of or-

der 0, 3, 1, 4, 2, 5 resp. Since these orders are all different, we can proceed exactly as in
the proof of lemma 5.3, i.e. by extracting the highest power of ψ1 and restriction to λ⊥1 of
Q(h21, · · · , E12), successively R0,0 = R2,0 = R4,0 = R1,0 = R3,0 = R5,0 = 0 follows.
Altogether we see, thatQ is divisible byX5 and the same argument can be applied toQ/X5
again. Inductively,Rj,k = 0 for all j , k follows. ThereforeQ = 0 andQ ∈ I is proved. �
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Since the dimensions dim[Γ3, k, 1] are known by results of Ibukiyama ([17], [18]), we
determine generators for [Γ3,Z, 1] in order to compare the dimension formulas. Note that
Γ3 = kern(χ).

LEMMA 5.5.

[Γ3,Z, 1] :=
⊕

k∈�
[Γ3, k, 1] = C[h9, h11, h8, h10, ψ12, h6, E4, E6, E12] ,1)

2) The generators of [Γ3,Z, 1] satisfy the following relations (here cj ∈ C, p1,

p2 ∈ C4 and p3 ∈ C6 are as in theorem 5.2, 3) again)

h2
8 = h6h10 ,

h2
10 = h8(c1h8 E4 + p1(h6, E4, E6, E12)) ,

h8h10 = h6(c1h8 E4 + p1(h6, E4, E6, E12)) ,

h2
9 = h6(c2h8 E4 + p2(h6, E4, E6, E12)) ,

h2
11 = h10(c2h8 E4 + p2(h6, E4, E6, E12)) ,

h9h11 = h8(c2h8 E4 + p2(h6, E4, E6, E12)) ,

h9h8 = h11h6 ,

h9h10 = h11h8 ,

h11h10 = h9(c1h8 E4 + p1(h6, E4, E6, E12)) ,

ψ2
12 = p3(h8, h10, h6, E4, E6, E12) .

3) [Γ3,Z, 1] ∼= C9/I, where I = (Pj | j = 1, · · · , 10) ⊂ C9 is the ideal, generated
by

P1 = X2
3 −X4X6 ,

P2 = X2
4 −X3 (c1X3X7 + p1(X6,X7,X8,X9)) ,

P3 = X3X4 − X6 (c1X3X7 + p1(X6,X7,X8,X9)) ,

P4 = X2
1 −X6(c2X3X7 + p2(X6,X7,X8,X9)) ,

P5 = X2
2 −X4(c2X3X7 + p2(X6,X7,X8,X9)) ,

P6 = X1X2 − X3(c2X3X7 + p2(X6,X7,X8,X9)) ,

P7 = X1X3 − X2X6 ,

P8 = X1X4 − X2X3 ,

P9 = X2X4 − X1(c1X3X7 + p1(X6,X7,X8,X9)) ,

P10 = X2
5 − p3(X3,X4,X6,X7,X8,X9) .

Proof. 1) Let f ∈ [Γ3, k, 1]. We can decompose f into eigenfunctions of V3,
i.e. f = f1 + fχ with fν ∈ [Γ ∗3 , k, ν]. Thus without restriction assume f ∈ [Γ ∗3 , k, ν],
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ν ∈ {1, χ}. By lemma 5.3 it is sufficient to show, that f is a polynomial in h9, h11 and ψ12
over [Γ ∗3 , 2Z, 1]. In order to prove this, we apply the reduction process from theorem 5.2.

Case 1: k ≡ 0 mod 2Z, ν = 1. Then f ∈ [Γ ∗3 , 2Z, 1].
Case 2: k ≡ 0 mod 2Z, ν = χ . Then f/ψ12 ∈ [Γ ∗3 , k−12, 1] and f ∈ ψ12[Γ ∗3 , 2Z, 1].
Case 3: k ≡ 1 mod 2Z, ν = 1. Then f/ψ1ψ6ψ12 ∈ [Γ ∗3 , k − 19, μ] and there exists

P ∈ C3, such that f/ψ1ψ6ψ12 − f4P(E4, E6, E12) vanishes along λ⊥1 of order 2. Now

f̃ = (f/ψ1ψ6ψ12 − f4P(E4, E6, E12))/ψ
2
1 ∈ [Γ ∗3 , k − 21, 1] and f = ψ3

1ψ6ψ12f̃ +
ψ1ψ6ψ12f4P(E4, E6, E12) ∈ h9ψ12[Γ ∗3 , 2Z, 1] + h11ψ12[Γ ∗3 , 2Z, 1] follows.

Case 4: k ≡ 1 mod 2Z, ν = χ . Then f/ψ1ψ6 ∈ [Γ ∗3 , k − 7, μ] and there exists P ∈
C3, such that f/ψ1ψ6 − f4P(E4, E6, E12) vanishes along λ⊥1 of order 2. Now f̃ =
(f/ψ1ψ6−f4P(E4, E6, E12))/ψ

2
1 ∈ [Γ ∗3 , k−9, 1] and f = ψ3

1ψ6f̃ +ψ1ψ6f4P(E4, E6,

E12) ∈ h9[Γ ∗3 , 2Z, 1] + h11[Γ ∗3 , 2Z, 1] follows.
2) As in the previous cases (lemma 5.3, lemma 5.4), all relations follow from the

definitions of the hj ’s and the relations, stated in theorem 5.2.
3) The relations stated in 2) show Pj (h9, h11, h8, h10, ψ12, h6, E4, E6, E12) = 0

for j = 1, · · · , 10. Now assume Q ∈ C9 satisfies Q(h9, h11, h8, h10, ψ12, h6, E4, E6,

E12) = 0 on H2. If we reduce Q modulo (P10), we can assume that deg5(Q) ≤ 1.
Note that X5 does not appear in any of the other generators of I . If we reduce Q modulo
(P1, · · · , P9), we can assume, that the degree of Q as a polynomial in X1, · · · ,X4 is 2 at
most. Furthermore all terms of degree 2 in X1, · · · ,X4 can be reduced to X2X3. Then Q
is of the form (we set X0 = 1 as before)

Q =
∑

0≤l≤1

Xl5

( ∑

0≤j≤4

XjUj,l + X2X3U23,l

)
with Uj,l ∈ C[X6,X7,X8,X9]

for l = 1, 2, and j = 0, · · · , 4, 23. Write Uj,l = ∑k≥0X
k
6Rj,l,k with Rj,l,k ∈ C[X7,X8,

X9], for l = 1, 2, j = 0, · · · , 4, 23, k ∈ N0. We show, that Rj,l,0 = 0 for l = 1, 2,

j = 0, · · · , 4, 23. Principally, we can now proceed as in lemma 5.4, since 1, h9 = ψ3
1ψ6,

h11 = ψ1f4ψ6, h8 = ψ4
1f4, h10 = ψ2

1f
2
4 and h23h8 = ψ5

1f
2
4 ψ6ψ12 again vanish along λ⊥1

of order 0, 3, 1, 4, 2, 5 resp.. The only difference is, that we now always get a sum of two
terms (since Q is linear in X5 by assumption)

Rj,0,0(W3(E4),W3(E6),W3(E12))+W3(ψ12)Rj,1,0(W3(E4),W3(E6),W3(E12)) ,

which has to vanish on H2
1. But sinceW3(ψ12) is antisymmetric (under (z1, z3) 	→ (z1, z3)),

whereas all W3(Ek) are symmetric, the summands have to vanish one for one. The proof
now runs as before again, i.e. since Rj,l,0 = 0 for all j , l, Q is divisible by X6 and, induc-
tively,Q = 0 as well as Q ∈ I follows.

From theorem 5.2, lemma 5.4 and lemma 5.5 we can deduce the generating functions
for the dimensions dim [Γ, k, 1] for Γ = DΓ ∗3 , Γ ∗3 and Γ3. We find
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COROLLARY 5.6.
∑

k∈�0

dim [DΓ ∗3 , k, 1] tk = (1+ t4 + t8)(1+ t6)(1+ t12)

(1− t)(1− t4)(1− t6)(1− t12)
,

∑

k∈�0

dim [Γ ∗3 , k, 1] tk = 1+ t8 + t10 + t21 + t23 + t31

(1− t4)(1− t6)2(1− t12)
,

∑

k∈�0

dim [Γ3, k, 1] tk = (1+ t12)(1+ t8 + t9 + t10 + t11 + t19)

(1− t4)(1− t6)2(1− t12)
,

In the case of Γ3, the same generating function was already deduced by Ibukiyama [18]
from his general formula for dim [Γt, k, 1]cusp for k ≥ 5, given in [17].

Modular functions on Γ ∗3 \H2 are quotients of modular forms. Thus lemma 5.4 allows

us to determine the function-field of the Satake-compactification Γ ∗3 \H2 of Γ ∗3 \ H2. Let

K = C

[
h8
E2

4
,
h6
E6
,
h2

6
E3

4

]
. From the relations in lemma 5.4, 3) we deduce

(
h8

E2
4

)2

= h6h10

E4
4

= h2
6

E3
4

E6

h6

h10

E4E6
∈ K

and therefore h10
E4E6

∈ K. The polynomialp1 in theorem 5.2, 3) satisfies p1(h6, E4, E6, E12)

∈ [Γ ∗3 , 12, 1]. This implies

p1(X1,X2,X3,X4) = c11X
2
1 + c12X1X3 + c13X

2
3 + c14X

3
2 + c15X4

for some constants cj ∈ C. Recall that p1 was chosen in such a way that f 3
4 − c1h8E4 =

p1(h6, E4, E6, E12). Restricting to λ⊥1 we find

W3(f
3
4 )(z1, z3) = (η8(z1)η8(z3))

3 = Δ12(z1)Δ12(z3)

= c13
(
g 6(z1)g 6(z3)

)2 + c14
(
g 4(z1)g 4(z3)

)3 + c15g 12(z1)g 12(z3)

(because of W3(h6) = W3(h8) = 0). This implies c15 �= 0, since Δ12 ⊗ Δ12 �∈ C[g 4 ⊗
g 4, g 6 ⊗ g 6]. Using the relation for h2

10 in lemma 5.4, 3) we deduce
(
h10

E4E6

)2

=c1E4h
2
8 + h8

(
c11h

2
6 + c12h6E6 + c13E

2
6 + c14E

3
4 + c15E12

)

E2
4E

2
6

=c1

(
h8

E2
4

)2
E3

4

h2
6

(
h6

E6

)2

+ c11
h8

E2
4

(
h6

E6

)2

+ c12
h8

E2
4

h6

E6
+ c13

h8

E2
4

+ c14
h8

E2
4

E3
4

h2
6

(
h6

E6

)2

+ c15
h8

E2
4

E12

E2
6

.

Therefore E12
E2

6
∈ K. Now we can prove
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COROLLARY 5.7. Γ ∗3 \H2 is a rational variety. The function-field is given by

C

[
h8
E2

4
, h6
E6
,
h2

6

E3
4

]
.

Proof. Let K = C

[
h8
E2

4
,
h6
E6
,
h2

6
E3

4

]
as above. Assume f is a modular function on

Γ ∗3 \ H2. Then f = g /g ′ with g , g ′ ∈ [Γ ∗3 , k, 1] is a quotient of modular forms of some

weight k ∈ N. We may assume k ∈ 4N (since g /g ′ = g 4/g 3g ′ as modular functions). In
this case, every monomial hn1

6 E
n2
4 E

n3
6 E

n4
12 of weight k = 6n1 + 4n2 + 6n3 + 12n4 satisfies

E
−k/4
4 h

n1
6 E

n2
4 E

n3
6 E

n4
12 =

(
h6

E6

)n1
(
E12

E2
6

)n4(E2
6

E3
4

)(n3+n1)/2+n4

∈ K .

Since k is even, lemma 5.4, 3) implies, that g is of the form g = U0 + h8U1 + h10U3 with

polynomialsUj ∈ C[h6, E4, E6, E12]. ThereforeE−k/44 U0,E−k/44 (E2
4U1),E

−k/4
4 (E4E6U3)

∈ K and

E
−k/4
4 g = E−k/44 U0 + h8

E2
4

E
2−k/4
4 U1 + h10

E4E6
E

1−k/4
4 E6U3 ∈ K

follows from the remarks above. Since the same argument applies to g ′, we find f =
g /g ′ = E−k/44 g /E−k/44 g ′ ∈ K.

Since the field of modular functions on Γ ∗3 \H2 has transcendence-degree 3, the gen-
erators given in the corollary have to be algebraically independent. �
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