
MATH 5763 Homework 11 Due Fri, 5/6/11

Problem 1. Let X = {Xt}t∈R be a stationary Gaussian process such that the joint
distribution of Xt and Xs is binormal with vector of means m = (0, 0) and covariance
matrix

K =

(
VarXt Cov(Xt, Xs)

Cov(Xt, Xs) VarXs

)
=

(
σ2
t σtσsρX(t− s)

σtσsρX(t− s) σ2
s

)
.

Throughout this problem, we assume (without loss of generality) that s ≤ t. The auto-
correlation function ρX depends only on t − s because of the stationarity of the process.
Recall that the autocovariance function of the process equals CX(t − s) = Cov (Xt, Xs) =
σtσsρX(t − s). In this problem you have to show that the autocovariance function of the
process X2 := {X2

t }t∈R is CX2(t) = 2CX(t)2.

(a) From the results you obtained in Problem 1 of Homework 10, the identities

E[Xt|Xs] = ρX(t− s) σt
σs
Xs , Var (Xt|Xs) = σ2

t

(
1− ρX(t− s)2

)
.

follow directly. Explain how you obtain these equalities; please be specific.

(b) From the identities obtained in (a), show that

E[X2
t |Xs] = σ2

t

(
1− ρX(t− s)2 +

ρX(t− s)2

σ2
s

X2
s

)
.

(c) Use your result from (b) and the fact that the second and the fourth moments of
Xs ∼ N(0, σ2

s) are E[X2
s ] = σ2

s and E[X4
s ] = 3σ4

s (these can be computed by a direct
integration, which you do not need to do here), to show that

E[X2
tX

2
s ] = E[E[X2

tX
2
s |Xs]]

= σ2
t

[(
1− ρX(t− s)2

)
σ2
s +

ρX(t− s)2

σ2
s

3σ4
s

]
= σ2

t σ
2
s

(
1 + 2ρX(t− s)2

)
.

What properties of the conditional expectation have you used in the derivation?

Remark: As a consistency check, you can apply the Tower Rule to the identity in (b)
to make sure that you will get σ2

t ; you do not need to do this here.

(d) Derive the desired result.

Remark: For the processes Xk := {Xk
t }t∈R the results look more complicated, e.g., it can be

shown that CX3(t) = 3 [3 + 2CX(t)2]CX(t).
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Problem 2. Let (Ω,F ,P) = ([0, 1],A,L), where A is the Borel σ-algebra on [0, 1], and L is
the Lebesgue measure on [0, 1]; simply speaking, this means that you know the probability
(i.e., measure) of each interval (a, b) ⊆ [0, 1], and it is equal to its length, L((a, b)) = b − a
(the probabilities of (a, b], [a, b), and [a, b] are also b − a). If X : [0, 1] → R is a random
variable, then

∫
A
X(ω) dL(ω) =

∫
A
X(ω) dω (for any A ∈ A) is the ordinary integral.

Let the random variables X and Y , both on ([0, 1],A,L) be defined as follows:

X(ω) = ω2 ∀ω ∈ [0, 1] ; Y (ω) =

{
1
5

for ω ∈ [0, 1
3
] ,

1
2

for ω ∈ (1
3
, 1] .

(a) Find explicitly the σ-algebra σ(Y ) generated by the random variable Y .

(b) Find E[X] directly from the definition of expectation, E[X] =
∫

Ω
X(ω) dL(ω).

Remark: Usually the probability measure is not so easy to deal with, so one computes
E[X] by changing variables from ω to x = X(ω), and the formula for the expectation
becomes E[X] =

∫
R x dFX(x), where FX : R → [0, 1] is the distribution (c.d.f.) of X,

defined as FX(x) = P({X ≤ x}) = P (X−1((−∞, x])). But in this case dL(ω) = dω, so
that direct computation of E[X] is straightforward.

(c) Find the conditional expectation E[X|Y ].

Hint: E[X|Y ] = E
[
X
∣∣[0, 1

3
]
]
χ[0, 1

3
] +E

[
X
∣∣(1

3
, 1]
]
χ( 1

3
,1] = 1

27
χ[0, 1

3
] +

13
27
χ( 1

3
,1]; I would like

to see your detailed calculations.

(d) Now show me how you compute E[E[X|Y ]].

Problem 3. This is a continuation of the previous problem. Let Z be a random variable
on ([0, 1],A,L) defined as

Z(ω) =

{
1
5

for ω ∈ [0, 1
3
] ,

ω for ω ∈ (1
3
, 1] .

(a) What is the σ-algebra σ(Z) generated by the random variable Z? (Since σ(X) contains
infinitely many sets, just describe them in words.)

(b) Find the conditional expectation E[X|Z].

(c) Now show me how you compute E[E[X|Z]]. How should E[E[X|Z]] compare with E[X]
and E[E[X|Y ]]?

Problem 4. Recall that if Xt satisfies the stochastic differential equation

dXt = f(t,Xt) dt+ g(t,Xt) dBt , (1)
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then Itô formula reads

dΨ(t,Xt) =

[
∂Ψ

∂t
(t,Xt) +

1

2

∂2Ψ

∂x2
(t,Xt) g(t,Xt)

2

]
dt+

∂Ψ

∂x
(t,Xt) dXt ,

or, equivalently (using (1)),

dΨ(t,Xt) =

[
∂Ψ

∂t
(t,Xt) +

∂Ψ

∂x
(t,Xt) f(t,Xt) +

1

2

∂2Ψ

∂x2
(t,Xt) g(t,Xt)

2

]
dt

+
∂Ψ

∂x
(t,Xt) g(t,Xt) dBt .

Here the notations are the following:

∂Ψ

∂x
(t,Xt) :=

∂Ψ

∂x
(t, x)

∣∣∣
x=Xt

,
∂2Ψ

∂x2
(t,Xt) :=

∂2Ψ

∂x2
(t, x)

∣∣∣
x=Xt

.

(a) Use Itô formula to compute d(eat+bBt), where a and b are real constants.

(b) Use your result from (a) to show that the solution of the stochastic differential equation

dXt =

(
a+

b2

2

)
Xt dt+ bXt dBt

is Xt = X0 eat+bBt .

(c) Use the fact that E[eνBt ] = e
ν2

2
t (which we will prove in class) and the solution of the

stochastic differential equation obtained in part (b) to show that E[Xt] = E[X0] ea+ b2

2
t.

(d) Find the variance of Xt.
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