. Trig Addition, Half Angle.

cos(A + B) = cos(A) cos(B) F sin(A) sin(B)

cos(2A4) = 2cos?(A) — 1 cos(24) = 1 — 2sin?(A)
cos?(x) = (1 + cos(2z))/2

cos(2A) = cos?(A) — sin?(A)
sin?(z) = (1 — cos(27))/2
sin(2x) = 2sin(z) cos(x)

sin(A + B) = sin(A) cos(B) =+ cos(A) sin(B)

. Hyperbolic.

sinh(x) = 2(e® — e™?)

5 cosh(z) = L(e” + e7®)

. Integration by Parts.
Judv = w — [vdu

. Integration by substitution.

[ @St de = [

. Inverse Trig.

Lsin™!(2) = 4 tan!(z) =

. Trig Substitutions.

For va? — 22 use x = asin(d)
For va? 4+ z? use z = atan(f)
For vx% — a? use z = asec(f)

. Some integrals.

v _ In|z|+C
x

/tan(x) dr = In|sec(z)|+ C

/sec(x) dx = In|sec(z) + tan(z)| + C

. Homogeneous systems. An nth order homogeneous system is an equation of the form

dx

- Ax (+)

where x = x(t) is an n X 1 column vector of functions of ¢, and A is an n X n matrix whose entries
are functions of t. If the entries of A are all constants, then the system is called constant coefficient.

A general solution of (+) is of the form
x(t) = axi(t) + -+ cnXxp(t)

where the ¢; are constants (parameters) and the x;(¢) are n linearly independent column vectors.
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Linear systems. A general linear system is an equation of the form

= Ax (1) (+)

where x = x(¢) is an n x 1 column vector of functions of ¢, A is an n x n matrix whose entries are
functions of ¢, and f(t) is a column vector of functions of ¢. If the entries of A are all constants, then
the system is called constant coefficient.

The general solution of (x) is of the form
x(t) = xp(t) +xp(1)

where x,(t) is a particular solution of (x) and x,(¢) is the general solution of the associated homo-
geneous equation (+).

Eigenvalue-eigenvector method. The solutions of (+) in the constant-coefficient case are obtained
by (1) solving det(A — AI) = 0 to find the eigenvalues A of A; (2) for each eigenvalue A solving the
equation (A — AI)v = 0 for eignevectors v; and (3) constructing solutions of the form e*v.

One has to take care with (1) complex eigenvalues/eigenvectors, and with (2) repeated eigenvalues
that may give rise to generalized eigenvectors and solutions of the form e*(tv; + vs) etc.

The case of complex eigenvectors will be greatly simplified if you use Euler’s identity

e = cos@ +isinf

Fundamental matrix. Let xi,...,x, be n linearly independent solutions to (4). Then writing
these as column vectors of an n X n matrix gives the fundamental matrix ®(¢). Note that

O(1)(@(0) " = ™

where the exponential matrix e4? is defined by the power series

242
e = T4+ At +

For certain matrices A it is easier to directly compute e4? directly from the power series definition.

Undetermined coefficients. Let ®(¢) be a fundamental matrix for the homogeneous system (+).
Then a particular solution of (k) is obtained by the formula

x,(1) = (1) [ (@(t)'£(t) i



