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BOUNDS FOR RANKIN–SELBERG INTEGRALS AND

QUANTUM UNIQUE ERGODICITY FOR POWERFUL LEVELS

PAUL D. NELSON, AMEYA PITALE, AND ABHISHEK SAHA

1. Introduction

1.1. Main result. Let f : H → C be a classical holomorphic newform of weight
k ∈ 2N on Γ0(q), q ∈ N (see Section 3.1 for definitions). The pushforward to
Y0(1) = SL2(Z)\H of the L2-mass of f is the finite measure given by

μf (φ) =

∫
Γ0(q)\H

yk|f |2(z)φ(z) dx dy
y2

for each bounded measurable function φ on Y0(1). Its value μf (1) at the constant
function 1 is (one possible normalization of) the Petersson norm of f . Let dμ(z) =
y−2dx dy denote the standard hyperbolic volume measure on Y0(1), and let

Df (φ) :=
μf (φ)

μf (1)
− μ(φ)

μ(1)
.

The quantity Df (φ) compares the probability measures attached to μf and μ
against a test function φ.

The problem of bounding Df (φ) for fixed φ as the parameters of f vary is
a natural analogue of the Rudnick–Sarnak quantum unique ergodicity conjecture
[37]. It was raised explicitly in the q = 1, k → ∞ aspect by Luo–Sarnak [30] and
in the k = constant, q → ∞ aspect by Kowalski–Michel–VanderKam [28]; in each
case it was conjectured that Df (φ) → 0. Such a conjecture is reasonable because a
theorem of Watson [46] and subsequent generalizations (see Sections 1.2 and 3.2)
have shown that it follows in many cases from the (unproven) Generalized Lindelöf
Hypothesis, itself a consequence of the Generalized Riemann Hypothesis.

The first unconditional result for general (nondihedral) f was obtained by Holo-
winsky and Soundararajan [18], who showed that Df (φ) → 0 for fixed q (= 1) and
varying k → ∞; we refer to their paper and [39] for further historical background.
The case of varying squarefree levels was addressed in [33], where it was shown that
Df (φ) → 0 as qk → ∞ provided that q is squarefree.

Our aim in this paper is to address the remaining case in which the varying
level q need not be squarefree. We obtain the expected result, thereby settling the
remaining cases of the conjecture in [28]:
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Theorem 1.1. Fix a bounded continuous function φ on Y0(1). Let f traverse a
sequence of holomorphic newforms of weight k on Γ0(q) with k ∈ 2N, q ∈ N. Then
Df (φ) → 0 whenever qk → ∞.

Theorem 1.1 is a consequence of the following more precise result and a standard
approximation argument (see Section 3.6 and [33, Section 1.6]).

Theorem 1.2. Fix a Maass eigencuspform or incomplete Eisenstein series φ on
Y0(1). Let f traverse a sequence of holomorphic newforms of weight k on Γ0(q)
with k ∈ 2N, q ∈ N. There exist effective positive constants δ1, δ2 so that1

(1) Df (φ) �φ (q/q0)
−δ1 log(qk)−δ2 ,

where q0 denotes the largest squarefree divisor of q.2

A potentially surprising aspect of Theorem 1.2 is the unconditional power savings
in the rate of equidistribution when q/q0 grows faster than a certain fixed power
of log(q0k), or in other words, when the level is sufficiently powerful. A special
case that illustrates the new phenomena is the depth aspect, in which k is fixed and
q = pn is the power of a fixed prime p with n → ∞.

By contrast, suppose that q is squarefree, so that q = q0. Then the logarithmic
rate of decay Df (φ) �φ log(qk)−δ2 in Theorem 1.2 is consistent with that obtained
in [18], [33], and the problem of improving this logarithmic decay to a power savings
Df (φ) �φ (qk)−δ3 (δ3 > 0) is equivalent to the (still open) subconvexity problem
for certain fixed GL(1) or GL(2) twists of the adjoint lift of f to GL(3) (see Section
1.2).

Explaining this “surprise” is a major theme of this paper. It amounts to a
detailed study of certain Rankin–Selberg zeta integrals Jf (s) arising as proportion-
ality constants in a formula for Df (φ) given by Ichino [19], as simplified by a lemma
of Michel–Venkatesh [31, Lemma 3.4.2]. In classical terms, Jf (s) is proportional
uniformly for Re(s) ≥ δ > 0 to the meromorphic continuation of the ratio

(2)
1

[Γ0(q) : Γ0(1)]

∫
Γ0(q)\H yk|f |2(z)

(∑
γ∈Γ∞\Γ0(1)

(Imγz)s
)

dx dy
y2∫

Γ0(q)\H yk|f |2(z)
(∑

γ∈Γ∞\Γ0(q)
(Imγz)s

)
dx dy
y2

,

defined initially for Re(s) > 1. The quantity Jf (s) factors as a product over the
primes dividing the level:

Jf (s) =
∏
p|q

Jp(s),

with each Jp(s) a p-adic zeta integral (see (29)) that differs mildly from a polynomial
function of p±s and satisfies a functional equation under s �→ 1− s.

We find the analytic properties of such integrals to be unexpectedly rich and to
participate in many amusing analogies. For instance, we show that the problem of
obtaining a positive value of δ1 in Theorem 1.2 is equivalent to knowing either a
“global” subconvex bound for an L-value or what we call a local subconvex bound
for Jf (s) (see, e.g., Observation 1.4). The main technical result of this paper is
a proof of (what we call) the local Lindelöf hypothesis for Jf (s), which, naturally,

1We use the notation A �x,y,z B to signify that there exists a positive constant C, depending

at most upon x, y, z, so that |A| ≤ C|B|.
2If q has the prime factorization q =

∏
p pap , then q0 has the prime factorization q0 =∏

p pmin(ap,1).
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saves nearly a factor of q1/4 over the local convexity bound on the critical line
Re(s) = 1/2 (see Section 1.6). We observe numerically that Jf (s) seems to satisfy
a local Riemann hypothesis (see Section 1.7), the significance of which remains
unclear to us.

Remark 1.3. We comment on the nature of the constants δ1, δ2 appearing in The-
orem 1.2. One may choose δ2 very explicitly as in [18], [33], while δ1 depends upon
a bound θ ∈ [0, 7/64] (see [27]) towards the Ramanujan conjecture for Maass forms
on SL2(Z)\H, with any improvement over the trivial bound θ ≤ 1/2 sufficing to
yield a positive value of δ1. For example, in the simplest case that q = p2m is an
even power of a prime (the “even depth aspect”), our method leads to the bound

Df (φ) �k mO(1)(pm)−1/2+θ �k,ε (p
m)−1/2+θ+ε.

Our calculations show that the Ramanujan conjecture for Maass forms together
with the Lindelöf hypothesis for fixed GL(1) and GL(2) twists of the adjoint lift of
f would imply the stronger bound Df (φ) �ε,k (pm)−1+ε, which should be optimal3

as far as the exponent is concerned.

Our paper is organized as follows. The remainder of Section 1 is an extended
introduction that explains the main ideas of our work. In Section 2, we undertake
a detailed study of the local Rankin–Selberg integral attached to a spherical Eisen-
stein series and the L2-mass of a newform of arbitrary level. Our calculations yield
an explicit extension of Watson’s formula (see Theorem 3.1) to certain collections
of newforms of not necessarily squarefree level. In Section 3, we study the Fourier
coefficients of highly ramified newforms at arbitrary cusps of Γ0(q) (see Section 1.9
for an overview) and apply a variant of the Holowinsky–Soundararajan method to
deduce Theorem 1.2.

The results of Section 2 suffice on their own to imply Theorem 1.2 when the level
q is sufficiently powerful (e.g., if q = pn with p fixed and n → ∞). At the other
extreme, Theorem 1.2 is already known when q is squarefree (see [33]). It is the
myriad of intermediate possibilities (e.g., when q = q0p

n is the product of a large
squarefree integer q0 and a large prime power pn) that justifies Section 3.

1.2. Equidistribution vs. subconvexity. The motivating quantum unique er-
godicity (QUE) conjecture, put forth by Rudnick and Sarnak, predicts that the L2-
normalized Laplace eigenfunctions φ on a negatively curved compact Riemannian
manifold have equidistributed L2-mass in the large eigenvalue limit. The arithmetic
QUE conjecture concerns the special case that φ traverses a sequence of joint Hecke-
Laplace eigenfunctions on an arithmetic manifold. A formula of Watson showed in
many cases that the arithmetic QUE conjecture for surfaces, in a sufficiently strong
quantitative form, is equivalent to a case of the central subconvexity problem in
the analytic theory of L-functions. A principal motivation for this work was to
investigate the extent to which this equivalence survives the passage to variants of
arithmetic QUE not covered by Watson’s formula.

In the prototypical case that f is a Maass eigencuspform on Y0(1) with Laplace
eigenvalue λ, the definitions of μf and Df given in Section 1.1 still make sense (take
k = 0), and the equidistribution problem is to improve upon the trivial bound

(3) Df (φ) �φ 1

3That is to say, it should be the optimal bound that holds for all f of level p2m. Stronger
bounds will hold, for instance, for ramified character twists of forms of lower level.
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for the period Df (φ) in the λ → ∞ limit. Watson’s formula implies that if φ is
a fixed Maass eigencuspform on Y0(1), then Df (φ) is closely related to a central
L-value:

(4) |Df (φ)|2 = λ−1+o(1)L(f × f × φ, 1/2).

For quite general (finite parts of) L-functions L(π, s), which we always normal-
ize to satisfy a functional equation under s �→ 1− s, there is a commonly accepted
notion of a trivial bound for the central value L(π, 1/2). It is called the convexity
bound and takes the form L(π, 1/2) � C(π)1/4+o(1) where C(π) ∈ R≥1 is the an-
alytic conductor attached to π by Iwaniec–Sarnak [24]. The subconvexity problem
is to improve this to L(π, 1/2) � C(π)1/4−δ for some positive constant δ, while
the Grand Lindelöf Hypothesis — itself a consequence of the Grand Riemann Hy-
pothesis — predicts the sharper bound L(π, 1/2) � C(π)o(1). The subconvexity
problem remains open in general for the triple product L-functions considered in
this paper. We refer to [24], [38], [39] for further background.

For the L-value appearing in (4), the convexity bound reads

(5) L(f × f × φ, 1/2) �φ λ1+o(1).

Thus under the correspondence between periods and L-values afforded by Watson’s
formula (4), the trivial bound (3) for the period essentially4 coincides with the
trivial bound (5) for the L-value; strong bounds for the period imply strong bounds
for the L-value, and vice versa.

This matching between trivial bounds for periods and trivial bounds for L-values
holds up in the weight and squarefree level aspects: for f a holomorphic newform
of weight k and squarefree level q, a generalization5 of Watson’s formula due to
Ichino [19] that was pinned down precisely in [33] asserts that for each fixed Maass
eigencuspform or unitary Eisenstein series φ on Y0(1), one has

(6) |Df (φ)|2 = (qk)−1+o(1)L(f × f × φ, 1/2).

Here the convexity bound reads L(f × f × φ, 1/2) � (qk)1+o(1). Thus in the
eigenvalue, weight, and squarefree level aspects, the trivial bounds for periods and
L-values essentially coincide; in other words, the equidistribution and subconvexity
problems are essentially equivalent.

We find that this equivalence does not survive the passage to nonsquarefree
levels. A simple yet somewhat artificial way to see this is to consider a sequence of
twists fp = f1⊗χp of a fixed form f1 of level 1 by quadratic Dirichlet characters χp

of varying prime conductor p. The form fp has trivial central character and level
p2. For each φ as above, one has

L(fp × fp × φ, s) = L(f1 × f1 × φ, s)

for all s ∈ C. Thus it does not even make sense to speak of the “subconvexity
problem” corresponding to the equidistribution problem for the measures μfp , as
only one L-value is involved. The artificial nature of this example suggests that
one could conceivably still have such an equivalence by restricting to forms that are
twist-minimal (have minimal conductor among their GL(1) twists), but this turns
out not to be the case; we find that the equidistribution problem is (in general)
substantially easier than the subconvexity problem (see Section 1.6).

4That is to say, it coincides up to a bounded multiple of an arbitrarily small power of λ.
5Watson’s original formula would suffice when q = 1.
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1.3. Local Rankin–Selberg integrals. The ideas involved in clarifying the re-
lationship between the equidistribution and subconvexity problems discussed in
Section 1.2 are exemplified by the following special case. Let f be a holomorphic
newform of fixed weight k and prime power level q = pn, with a fixed prime p and
varying exponent n → ∞. Recall the full-level Eisenstein series Es, defined for
Re(s) > 1 by the absolutely and uniformly convergent series

Es(z) =
∑

γ∈Γ∞\Γ0(1)

(Imγz)s, Γ∞ = {± [ 1 n
1 ] : n ∈ Z}

and in general by meromorphic continuation. It is known that s �→ Es has no poles
in Re(s) ≥ 1/2 except a simple pole at s = 1 with constant residue. Those Es

with Re(s) = 1/2 are called unitary Eisenstein series and furnish the continuous
spectrum of L2(Y0(1)). We fix t ∈ R with t 
= 0 and take φ = E1/2+it; although φ
is not bounded, it is a natural function against which to test the measure μf .

The period μf (E1/2+it) is related to the L-value L(f × f, 1/2 + it), but not
directly. The “usual” integral representation for L(f × f, 1/2 + it) involves an
Eisenstein series for the group Γ0(q), so that the integral cleanly unfolds (initially
for Re(s) > 1, in general by analytic continuation):

∫
Γ0(q)\H

yk|f |2(z)

⎛
⎝ ∑

γ∈Γ∞\Γ0(q)

(Imγz)s

⎞
⎠ dx dy

y2
=

∫ 1

x=0

∫ ∞

y=0

yk−1+s|f |2(z) dx dy
y

=
Γ(s+ k − 1)

(4π)s+k−1

∑
n∈N

λf (n)
2

ns

≈ Γ(s+ k − 1)

(4π)s+k−1

L(f × f, s)

ζ(2s)
,

where f(z) =
∑∞

n=0 λf (n)n
(k−1)/2e2πinz and ≈ denotes equality up to some very

simple Euler factors at p that are bounded from above and below by absolute
constants when Re(s) = 1/2 (see Section 2.6).

On the other hand, the full-level Eisenstein series Es is defined relative to
Γ0(1). Since f is invariant only under the smaller group Γ0(q), the unfolding for
μf (E1/2+it) is not so clean; instead of giving a simple multiple of the L-value, it
gives its multiple by a more complicated proportionality factor Jf (s) satisfying (2).
The square of a precise form of this relation implies (with φ = Es and s = 1/2+ it)

(7) |Df (φ)|2 = qo(1) |Jf (s)Jf (1− s)|L(f × f × φ, 1/2).

Here the implied constant in o(1) is allowed to depend upon the weight k and
the fixed form φ, and L(f × f × φ, 1/2) = L(f × f, 1/2 + it)L(f × f, 1/2 − it) =
|L(f × f, 1/2 + it)|2.

The content of Ichino’s formula [19], when combined with a lemma [31, Lemma
3.4.2] of Michel–Venkatesh, is that the relation (7) continues to hold when φ is a
Maass eigencuspform provided that s = sφ,p is chosen so the pth Hecke eigenvalue

of φ is ps−1/2+p1/2−s. With this normalization, the Ramanujan conjecture asserts
Re(s) = 1/2; it is known unconditionally that |Re(s) − 1/2| ≤ 7/64 < 1/2 (see
[27]), so in particular 0 < Re(s) < 1. Thus in all cases, the relative difficulty of the
equidistribution problem for μf and the subconvexity problem for twists of f × f
(in the n → ∞ limit) is governed by the analytic behavior of Jf (s) in the strip
Re(s) ∈ (1/2− 7/64, 1/2 + 7/64) ⊂ (0, 1).
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The quantity Jf (s) is best studied p-adically. Let W : PGL2(Qp) → C be an L2-
normalized Whittaker newform for f at p; in classical terms, this function packages
all p-power-indexed Fourier coefficients of f at all cusps of Γ0(q) (see Section 3.4).
Then the relation (7) holds with the definition

(8) Jf (s) :=

∫
k∈GL2(Zp)

∫
y∈Q×

p

∣∣∣∣W
([

y
1

]
k

)∣∣∣∣
2

|y|s d×y

|y| dk.

We refer to Sections 2.1 and 2.3 for precise definitions and normalizations. When
q = p1 is squarefree, there are explicit formulas for W with which one may easily
show that

Jf (s) = ps−1 ζp(s)ζp(s+ 1)

ζp(2s)ζp(1)
, ζp(s) := (1− p−s)−1,

which is consistent with a special case of the relation (6). When q = pn with n ≥ 2,
such as is the case when f is supercuspidal at p, the function W is more difficult to
describe explicitly, and so it is not immediately clear whether a comparably simple
formula exists for Jf (s).

1.4. Local convexity and subconvexity. In Section 2.4 we prove what we call a
local convexity bound for the local integral Jf (s) as given by (8). The terminology
is justified by the proof, which we now illustrate. We continue to assume that f is
a newform of prime power level q = pn and let π be the representation of GL2(Qp)
generated by f . The local GL(2)×GL(2) functional equation (see Proposition 2.12,
or [25]) asserts that the normalized local Rankin–Selberg integral

(9) J∗
f (s) :=

ζp(2s)

L(π × π, s)
Jf (s)

satisfies

(10) J∗
f (s) = Cs−1/2J∗

f (1− s),

where C = C(f × f) is the conductor of the Rankin–Selberg self-convolution of f ;
the latter is a power of p that satisfies 1 ≤ C ≤ pn+1 (see Proposition 2.5).

Our assumption that W is L2-normalized implies the trivial bound J∗
f (s) � 1

for Re(s) = 1, which we may transfer to the bound J∗
f (s) � C−1/2 for Re(s) = 0

via the functional equation (10). Interpolating these two bounds by the Phragmen–
Lindelöf principle and using that J∗

f (s) 
 Jf (s) uniformly for Re(s) ≥ δ > 0, we

deduce that Jf (s) � C−1/2+Re(s)/2 uniformly for Re(s) in any compact subset
of (0, 1). If Re(s) = 1/2, which under the Ramanujan conjecture we may always
assume to be the case in applications, then the local convexity bound just deduced
reads

(11) C1/2Jf (s) � C1/4.

The proof we have just sketched of (11) is analogous to that of the (global)
convexity bound for L(f × f × φ, 1/2), which augments a trivial bound in the
region of absolute convergence with the functional equation and the Phragmen–
Lindelöf principle (see [23, Sec. 5.2]). We refer to a bound that improves upon (11)
by a positive of power of q as a local subconvex bound, and we refer to the problem
of producing such a bound as a local subconvexity problem.
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1.5. QUE versus local and global subconvexity. The upshot of the above
considerations is the following. Preserve the notation and assumptions of Sections
1.3 and 1.4. Assume also, for simplicity, that Re(s) = 1/2. We may rewrite the
formula (7) in the suggestive form

(12) |Df (φ)|2 = qo(1)
∣∣∣∣C1/2Jf (s)

C1/4

∣∣∣∣
2
L(f × f × φ, 1/2)

C1/2
.

Here the local and global convexity bounds read

(13)
C1/2Jf (s)

C1/4
� 1, resp.

L(f × f × φ, 1/2)

C1/2
� Co(1),

where the implied constants are allowed to depend upon k, s, and φ. Now, note that
the intersection of the convexity bounds (13) is essentially6 equivalent, via (12), to
the trivial bound Df (φ) � 1 for the QUE problem. For emphasis, we summarize
as follows:

Observation 1.4. Fix a prime p, an even integer k, a complex number s, and either
a Maass eigencuspform φ with pth normalized Hecke eigenvalue ps−1/2 + p1/2−s or
a unitary Eisenstein series φ = Es on Y0(1). Suppose, for simplicity, that Re(s) =
1/2. Then the following are equivalent (with all implied constants allowed to depend
upon p, k, and φ):

(1) (Equidistribution in the depth aspect with a power savings) There exists
δ > 0 so that Df (φ) � q−δ for all holomorphic newforms f of weight k and
prime power level q = pn.

(2) There exists δ > 0 so that for each holomorphic newform f of weight k and
prime power level q = pn, at least one of the following bounds hold:
(a) (global subconvexity without excessive conductor-dropping)7

L(f × f × φ, 1/2)

C1/2
� q−δ,

(b) (local subconvexity)

(14)
C1/2Jf (s)

C1/4
� q−δ.

Remark 1.5. We have stated the above equivalence as an observation (rather than
as, say, a theorem) because one of the main results of this paper is that “local
subconvexity” holds in a strong form (see Section 1.6).

1.6. Local Lindelöf hypothesis. One might argue that the more interesting
objects in the identity (12) are the global period Df (φ) and the global L-value
L(f × f × φ, 1/2), rather than the local period Jf (s). One would like to compare
precisely the difficulty of the QUE problem and the global subconvexity problem.
In order to do so via (12), one must understand the true order of magnitude of
Jf (s). Suppose once again, for simplicity, that Re(s) = 1/2. A global heuristic8

6That is to say, it is equivalent up to qo(1).
7This estimate is implied by a global subconvex bound, which saves a small negative power

of C rather than of q, together with a condition of the form log(C) ≥ α log(q) for some fixed
α > 0. Note, for instance, that C ≥ q if f is twist-minimal, in which case we may drop the phrase
“without excessive conductor dropping”.

8The heuristic involved a computation by the first author, without appeal to triple product
formulas, of an average of |Df (φ)|2 over f of level p2m (see [32]).
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suggested that one should have Jf (s) ≈ q−1/2+o(1) in a mean-square sense. This
expectation would be consistent with the individual bound

(15) C1/2Jf (s) � (C/q)1/2qo(1),

which we term the local Lindelöf hypothesis.
In the special case q = pn relevant for Observation 1.4, we remark that C/q ≤ p

with equality if and only if n is odd (see Proposition 2.5), so that one should regard
the right-hand side (RHS) of (15) as being essentially bounded as far as the depth
aspect is concerned. We may rewrite the bound (15) in the form C1/2Jf (s) �
C1/4(C/q2)1/4qo(1); since C/q2 �p q−1, we see that (15) implies (14) in a strong
sense. This makes clear the analogy with the (global) Lindelöf hypothesis, as de-
scribed in Section 1.2.

One of the main technical results of this paper is a proof of the bound (15) for
all newforms on PGL(2). The proof goes by an explicit case-by-case calculation of
Jf (s) and yields the more precise bound

(16) C1/2Jf (s) ≤ 103ω(q)τ (q/
√
C)(C/q)1/2,

where τ (n) (resp. ω(n)) denotes the number of positive divisors (resp. prime divi-

sors) of n. We remark that q/
√
C is always integral and equals 1 if and only if q is

squarefree. As a byproduct of our explicit calculations, we obtain a precise general-
ization of Watson’s formula to certain triple product integrals involving newforms
of nonsquarefree level (see Theorem 3.1).

By the discussion of Section 1.4, it follows that the global convexity bound is
remarkably stronger than the trivial bound for the QUE problem, or in other words,
that the subconvexity problem for L(f×f×φ, 1/2) in the depth aspect (f of level pn,
p fixed, n → ∞) is much harder than the corresponding equidistribution problem,
in contrast to the essential equivalence of their difficulty in the eigenvalue, weight,
and squarefree level aspects.

The above situation is somewhat reminiscent of how the problem of establishing
the equidistribution of Heegner points of discriminant D on Y0(1) (D → −∞) is
essentially equivalent to a subconvexity problem when D traverses a sequence of
fundamental discriminants (cf. [7]) but reduces to any nontrivial bound for the
pth Hecke eigenvalue of Maass forms on Y0(1) when D = D0p

2n for some fixed
fundamental discriminant D0 and some increasing prime power pn.

Remark 1.6. Let f1 and f2 be a pair of L2-normalized holomorphic newforms, of
the same fixed weight, on Γ0(p

n) with n ≥ 2. One knows that

(17) C := C(f1 × f2) ≤ p2n.

There is a sense in which C measures the difference between the representations of
PGL2(Qp) generated by f1 and f2 and in which for typical f1 and f2, the upper
bound in (17) is attained. This perspective is consistent with the much stronger
bound C ≤ pn+1 that holds on the thin diagonal subset f1 = f2 and also with
the explicit formulas for C given in [4]. We expect that the problems of improving
upon the Cauchy–Schwarz bound

∫
f1f2φ �φ 1 (the integral is over Γ0(q)\H with

respect to the hyperbolic probability measure) and the convexity bound L(f1 ×
f2 × φ, 1/2) � C1/2 should have comparable difficulty if and only if the upper
bound in (17) is essentially attained. If reasonable, this expectation suggests a
correlation between the smallness of C and the discrepancy of difficulty between
the corresponding equidistribution and subconvexity problems.
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1.7. Local Riemann hypothesis. Maintain the assumption that f is a newform
of level pn that generates a representation π of PGL2(Qp). Numerical experiments
strongly suggest that the normalized local Rankin–Selberg integral J∗

f (s) (see (9)),

which is an essentially palindromic polynomial9 in p±s, has all its zeros on the line
Re(s) = 1/2.10

We suspect that this “local Riemann hypothesis” should follow from known prop-
erties of the classical polynomials implicit in our formulas for J∗

f (s) (see Theorem

2.7), but it would be interesting to have a more conceptual explanation, or a proof
that does not rely upon our brute-force computations. It seems reasonable to ex-
pect that such an alternative explanation would lead to a different proof of the local
Lindelöf bound (15).

Example 1.7. Suppose that π has “Type 1” according to the classification recalled
in Section 2.1.5. Let p2g (g ≥ 1) be the conductor of π. Suppose that p2g is also
the conductor of π × π; equivalently, π is twist-minimal. Then (the calculations
leading to) Theorem 2.7 imply that J∗

f (s) differs by a unit in C[p±s] from F (p−s),
where F is the integral polynomial

F (t) = 1 +

g−1∑
j=1

(pj − pj−1)t2j + pgt2g ∈ Z[t].

Example 1.8. Suppose that π has “Type 2” (see Section 2.1.5 and conductor p2g+1

(g ≥ 1). Then as above, J∗
f (s) differs by a unit in C[p±s] from F (p−s) with

F (t) =

g∑
j=0

pjt2j −
g−1∑
j=0

pjt2j+1 ∈ Z[t].

In either example, F satisfies the formal properties of the L-function of a smooth
projective curve of genus g over Fp; for example, the roots of F come in complex

conjugate pairs, they have absolute value p−1/2, and F satisfies the functional
equation F (1/pt) = p−gt−2gF (t). The geometric significance of this, if any, is
unclear.

1.8. A sketch of the proof. The essential inputs to our method for proving (16)
are the local functional equations for GL(2) and GL(2)×GL(2) and some knowledge
of the behavior of representations of GL(2) under twisting by GL(1); specifically,
for μ on GL(1) and π on PGL(2), we use that the formula C(πμ) = C(π) holds
whenever C(μ)2 < C(π). Here and below, C(·) is the conductor of a representation.

Write F = Qp, |.| = the standard p-adic absolute value, U = {x ∈ F : |x| = 1} =
Z×
p , G = GL2(F ), n(x) = [ 1 x

1 ] for x ∈ F , a(y) = [ y 1 ] for y ∈ F×, N = {n(x) : x ∈
F}, K = GL2(Zp), and Z = {[ z z ] : z ∈ F×}. We sketch a proof of the bound (16)
in the simplest case that f is a newform of prime power level q = pn, and π, the local
representation at p attached to f , is a supercuspidal representation of G with trivial

9The local functional equation for GL(2)×GL(2) implies that J∗
f (s) = Pf (p

s) for some Pf (t)

in C[t, 1/t] satisfying Pf (t) = p−N/2tNPf (p/t) where the integer N is defined by the equation

C(f × f) = pN .
10More precisely, it seems that J∗

f (s) has its zeros on Re(s) = 1/2 unless π is a ramified

quadratic twist of a highly nontempered spherical representation, specifically unless π = β|.|s0 �
β|.|−s0 with s0 ∈ R, |s0| > 1/4 + δp (see Section 2.2 for notation); here δp is a positive real that

satisfies δp → 0 as p → ∞. By the classical bound |s0| ≤ 1/4, the latter possibility does not occur.
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central character, realized in its Whittaker model with L2-normalized newform W .
Let f3 : ZN\G → C be the function given by f3(n(x)a(y)k) = |y|s in the Iwasawa
decomposition. We wish to compute the local integral Jf (s) =

∫
ZN\G |W |2f3.

It is convenient to do so in the Bruhat decomposition, where our measures are
normalized so that
(18)
ζp(1)

ζp(2)

∫
ZN\G

|W |2f3 =

∫
x∈F

max(1, |x|)−2s

∫
y∈F×

|W |2(a(y)wn(x))|y|s−1 d×y dx.

Because the left-hand side (LHS) of (18) satisfies the GL(2)×GL(2) functional
equation, it suffices to determine the coefficients of the positive powers of ps occuring
on the RHS. The left N -equivariance of W implies that no such positive powers
arise from the integral over |x| ≥ C(π)1/2, an implication which in classical terms
amounts to the calculation of the widths of the cusps of Γ0(q) (see Section 3.4). In
the remaining range |x| < C(π)1/2, we show that W (a(y)wn(x)) is supported on
the coset |y| = C(π) of the unit group U in F×. Thus by the invariance of the inner
product on π, the integral over F× in (18) is simply C(π)s−1. Integrating over x
gives
(19)

ζp(1)

ζp(2)

∫
ZN\G

|W |2f3 = C(π)s−1

⎛
⎝∫

x∈F
|x|<C(π)1/2

max(1, |x|)−2sdx

⎞
⎠+

∑
m∈Z≥0

cm
pms

for some coefficients cm. After determining cm via the GL(2) × GL(2) functional
equation, we end up with a formula for

∫
|W |2f3 in terms of C(π) and C(π × π)

that shows, by inspection, that
∫
|W |2f3 satisfies the desired bounds.11

A key ingredient in the above argument was the support condition on
W (a(y)wn(x)) for |x| < C(π)1/2. We derive it via a Fourier decomposition over the
character group of U and invariance properties of W . Indeed, the GL(2) functional
equation implies

(20) W (a(y)wn(x)) =
∑
μ∈Û

C(πμ)=|y|

μ(y)ε(πμ)G(x, μ),

where

G(x, μ) =

∫
y∈F×

ψ(xy)μ(y)W (a(y)) =

∫
y∈U

ψ(xy)μ(y)

and ε(πμ) = ε(πμ, 1/2) is the local ε-factor (see Section 2.5). The characters μ
contributing nontrivially to (20) all satisfy G(x, μ) 
= 0, which implies C(μ) ≤ x; in
that case our assumption |x|2 < C(π) and our knowledge of the twisting behavior
of π implies C(πμ) = C(π). It follows that W (a(y)wn(x)) = 0 unless |y| = C(π).

Remark 1.9. It seems worthwhile to note that one may also compute the RHS of
(18) in “bulldozer” fashion, as follows. Suppose for simplicity that π is supercusp-
idal. We may view the integral over y ∈ F× as the inner product of the functions
W (a(y)wn(x)) and W (a(y)wn(x))|y|s, whose Mellin transforms are (by definition)

11It would be possible to establish this by a slightly softer argument, but we believe that having
precise formulas is of independent interest.
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local zeta integrals; applying the Plancherel theorem on F× and the GL(2) func-
tional equation, we arrive at the formula

(21)
ζp(1)

ζp(2)

∫
ZN\G

|W |2f3 =
∑
μ∈Û

C(πμ)s−1

∫
x∈F

|G(x, μ)|2
max(1, |x|)2s dx.

This also follows from (20) by the Plancherel theorem on U . Substituting into (21)
the fact that C(πμ) ≤ max(C(π), C(μ)2) with equality if C(μ)2 
= C(π), evaluating
|G(x, μ)|, and summing some geometric series, we find that

(22)

ζp(1)

ζp(2)

∫
ZN\G

|W |2f3

= pn(s−1)

⎧⎨
⎩1 +

∑
1≤a<n/2

ζp(1)
−1

p(2s−1)a

⎫⎬
⎭+ p−r + ζp(1)

∑
C(μ)2=C(π)

C(πμ)s−1

C(π)s
,

where C(π) = pn and r = �n/2�+1. This identity agrees with (19) and shows that
the only barrier to immediately obtaining an explicit result is the potentially subtle
behavior of the conductors of twists of π by characters of conductor C(π)1/2 (see
also Remark 3.16). It suggests another approach to our local calculations (write
π = π0μ0 with π0 twist-minimal and compute away) but one that would be more
difficult to implement when π is a ramified twist of a principal series or Steinberg
representation.

The approach sketched in this remark has the virtue of applying to arbitrary
vectors W ∈ π, leading to formulas generalizing those that we have given in this
paper in the special case that W is the newvector.

1.9. Fourier expansions at arbitrary cusps. Let f be a newform on Γ0(q),
q ∈ N. In order to apply a variant of the Holowinsky–Soundararajan method
in Section 3, we require some knowledge of the sizes of the normalized Fourier
coefficients λ(�; a) of f at an arbitrary cusp a of Γ0(q). It is perhaps not widely
known that such Fourier coefficients are not multiplicative in general; this lack
of multiplicativity introduces an additional complication in our arguments. More
importantly, we need some knowledge of the sizes of the coefficients λ(�; a) when
� | q∞. For example, the “Hecke bound” λ(�; a) � �1/2 would not suffice for our
purposes.

Let λ(�) = λ(�;∞) denote the �th normalized Fourier coefficient of f at the cusp
∞. A complete description of the coefficients λ(�) is given by Atkin and Lehner [1];
for our purposes, it is most significant to note that λ(pα) = 0 for each α ≥ 1 if p is
a prime for which p2|q.

If a is the image of ∞ under an Atkin–Lehner operator (an element of the
normalizer of Γ0(q) in PGL+

2 (Q)), then the coefficients λ(�) and λ(�; a) are related
in a simple way; this is always the case when q is squarefree, in which case the
Atkin–Lehner operators act transitively on the set of cusps. Similarly, there is
a simple relationship between the Fourier coefficients λ(�, a), λ(�, a′) of f at each
pair of cusps a, a′ related by an Atkin–Lehner operator (see [13]). However, such
considerations do not suffice to describe λ(�; a) explicitly when a is not in the
Atkin–Lehner orbit of ∞.
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Our calculations in Section 2 lead to a precise description of λ(�; a) for arbitrary
cusps a, at least in a mildly averaged sense. This may be of independent interest.
To give some flavor for the results obtained, suppose that q = pn with n ≥ 2. The
nature of the coefficients λ(�; a) depends heavily upon the denominator pk of the
cusp a, as defined in Section 3.4; briefly, k is the unique integer in [0, n] with the
property that a is in the Γ0(p

n)-orbit of some fraction a/pk ∈ R ⊂ P1(R) with
(a, p) = 1. The Atkin–Lehner/Fricke involution swaps the cusps of denominators
pk and pn−k.

Say that f is p-trivial at a cusp a if λ(pα; a) = 0 for all α ≥ 1. For example, the
result of Atkin–Lehner mentioned above asserts that f is p-trivial at ∞. We observe
the “purity” phenomenon: f is p-trivial at a unless n is even and the denominator
pk of a satisfies k = n/2 (see Proposition 3.12). In the latter case, let us call a a
middle cusp.

In Section 3.4, we compute for each α ≥ 0 the mean square of λf (p
α; a) over

all middle cusps a; an accurate evaluation of this mean square, together with the
aforementioned “purity”, turns out to be equivalent to our local Lindelöf hypothesis
described above (see Remark 3.16). We observe that the “Deligne bound” |λ(�; a)| ≤
τ (�) can fail in the strong form λ(pα; a) � pα/4 for some α > 0 when f is not twist-
minimal (see Remark 3.14). In general, λ(�; a) may be evaluated exactly in terms
of GL(2) Gauss sums (e.g., combine (20) and (49) when π is supercuspidal). We
suppress further discussion of this point for the sake of brevity.

1.10. Further remarks. Our calculations in Section 2, being local, apply in great-
er generality than we have used them. For example, they imply that the pushfor-
ward to Y0(1) of the L2-mass of a Hecke-Maass newform on Γ0(p

n) of bounded
Laplace eigenvalue equidistributes as pn → ∞ with n ≥ 2. They extend also to
nonsplit quaternion algebras, where Ichino’s formula applies but the Holowinsky–
Soundararajan method does not, due to the absence of Fourier expansions. For
example, one could establish that Maass or holomorphic newforms of increasing
level on compact arithmetic surfaces satisfy an analogue of Theorem 1.2 provided
that their level is sufficiently powerful (cf. the remarks at the end of Section 1.2);
in that context, no unconditional result for forms of increasing squarefree level is
known. For automorphic forms of increasing squared-prime level p2 on definite
quaternion algebras, an analogue of Theorem 1.2 had been derived earlier by the
first author (see [32]) via a different method (i.e., without triple product formulas),
but the bounds obtained there are quantitatively weaker than those that would
follow from the present work.

After completing an earlier draft of this paper, we learned of some interesting
parallels in the literature of some of the analogies presented hitherto. Lemma 2.1
of Soundararajan and Young [45] gives something resembling a “local Riemann
hypothesis” for a certain Dirichlet series, studied earlier by Bykovskii and Zagier,
attached to (not necessarily fundamental) quadratic discriminants.12 Section 9 of
a paper of Einsiedler, Lindenstrauss, Michel, and Venkatesh [8] establishes what
they refer to as “local subconvexity” for certain local toric periods, the proof of one
aspect of which resembles that of what we describe here as “local convexity”. It
would be interesting to understand whether our work can be understood together
with these parallels in a unified manner.

12We thank M. Young for bringing this similarity to our attention.
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2. Local calculations

2.1. Notation and preliminaries.

2.1.1. Groups, measures. Let p be a prime number, and let F = Qp.
13 Let o be its

ring of integers, and let p be its maximal ideal. Fix a generator � of p. Let |.| or
|.|p denote the absolute value on F normalized so that |�| = p−1.

Let G = GL2(F ) and K = GL2(o). For each integral ideal a of o, let K0(a) and
K1(a) denote the usual congruence subgroups of K:

K0(a) = K ∩
[
o o

a o

]
, K1(a) = K ∩

[
1 + a o

a o

]
.

In particular, K0(o) = K1(o) = K. Write

w =

[
0 1
−1 0

]
, a(y) =

[
y

1

]
, n(x) =

[
1 x

1

]
, z(t) =

[
t

t

]

for x ∈ F, y ∈ F×, t ∈ F×. Define subgroups N = {n(x) : x ∈ F}, A = {a(y) : y ∈
F×}, Z = {z(t) : t ∈ F×}, and B = ZNA = G ∩ [ ∗ ∗

∗ ] of G.
We normalize Haar measures as in [31, Section 3.1]: The measure dx on the

additive group F assigns volume 1 to o and transports to a measure on N . The
measure d×y on the multiplicative group F× assigns volume 1 to o× and transports
to measures on A and Z. We obtain a left Haar measure dLb on B via

dL(z(u)n(x)a(y)) = |y|−1 d×u dx d×y.

Let dk be the probability Haar measure on K. The Iwasawa decomposition G =
BK gives a left Haar measure dg = dLb dk on G; with respect to the Bruhat
decomposition G = B �BwN , this measure takes the form

(23) dg =
ζp(2)

ζp(1)
|y|−1 d×u d×y dx′ dx for g = n(x′)a(y)z(u)wn(x),

where ζp(s) = (1− p−s)−1 (see [31, (3.1.6)]).

2.1.2. Representations, models. Fix an additive character ψ : F → C1 with con-
ductor o. For each generic representation σ of G, let W(σ, ψ) denote the Whittaker
model of σ with respect to ψ (see [26]). For two characters χ1, χ2 on F×, let
χ1 � χ2 denote the principal series representation on G that is unitarily induced
from the corresponding representation of B; this consists of smooth functions f on
G satisfying

f

([
a b
0 d

]
g

)
= |a/d| 12χ1(a)χ2(d)f(g).

13Most of this section reads correctly in the more general case that p is an arbitrary prime power
and F is a nonarchimedean local field of characteristic zero whose residue field has cardinality p.
We work in the restricted generality that we need for our global applications only because we have
not checked that the calculations in the Type 3 case of the proof of Theorem 2.7 carry through in
this more general context when p = 2.
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2.1.3. Conductors, L-functions, ε-factors. For each character14 σ of F×, there ex-
ists a minimal integer a(σ) such that σ(1 + t) = 1 for all t ∈ pa(σ). For each
irreducible admissible representation σ of G, there exists a minimal integer a(σ)
such that σ has a K1(p

a(σ))-fixed vector. In either case, the integer pa(σ) is called
the local analytic conductor15 of σ; we denote it by C(σ).

For a representation σ of G and a character χ of F×, write σχ for the represen-
tation σ ⊗ (χ ◦ det) of G.

Let L(σ, s) (resp. ε(σ, ψ, s)) denote the L-function (resp. ε-factor) of an irre-
ducible admissible representation σ of G or a character σ of F×. These local factors
are defined in [26]. For σ an irreducible admissible representation of G, let L(adσ, s)
denote the adjoint L-function of σ, or equivalently, the standard L-function of the
adjoint lift of σ to an admissible representation of PGL3(F ).

If σ1, σ2 are two irreducible admissible representations of G, the local Rankin–
Selberg factors L(σ1 × σ2, s) and ε(σ1 × σ2, ψ, s) are defined in [25]. The local
analytic conductor C(σ1 × σ2) is a nonnegative integral power of p and can be
defined by the formula ε(σ1 ×σ2, ψ, s) = C(σ1×σ2)

1/2−sε(σ1×σ2, ψ, 1/2); we also
let a(σ1 × σ2) denote the nonnegative integer for which C(σ1 × σ2) = pa(σ1×σ2).

2.1.4. Temperedness. Let π be a generic irreducible admissible unitarizable repre-
sentation of G with trivial central character. The quantity

(24) λ(π) =

{
0 if π is tempered,

|s0| if π ∼= β | . |s0 � β−1 | . |−s0 , s0 ∈ R, β unitary,

measures the temperedness of π. When π arises as the local factor of a cuspidal
automorphic representation of GL2(A), it is known that λ(π) ≤ 7/64 (see [27]). For
our purposes, it suffices to assume that λ(π) < 1/4. We record this assumption as
follows:

Condition 2.1. π is a generic irreducible admissible unitarizable representation of
G with trivial central character and λ(π) < 1/4.

2.1.5. Classification of representations. Let π satisfy Condition 2.1. Write n =
a(π), and suppose that n ≥ 2. We recall a certain classification of such π. The
classification is standard, although our labeling is not (and we are not aware of a
standard labeling).

• Type 1. These are the supercuspidal representations satisfying π ∼= πη,
where η is the unique nontrivial unramified quadratic character of F×.
Equivalently, π is the dihedral supercuspidal representation ρ(E/F, ξ) as-
sociated to the unramified quadratic extension E of F and a character ξ of
E× that is not Gal(E/F )-invariant.

• Type 2. These are the supercuspidal representations satisfying π � πη,
with η as above.

14We adopt the convention that a character of a topological group is a continuous (but not
necessarily unitary) homomorphism into C×.

15In the rest of this paper, we will often drop the words “local analytic” for brevity and call
this simply the “conductor”.
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• Type 3. In this case π is a ramified quadratic twist of a spherical
representation:

π ∼= β | . |s0 � β | . |−s0 , s0 ∈ iR ∪ (−1/4, 1/4), β ramified, β2 = 1.

We denote βs0 = (ps0 + p−s0)2.
• Type 4. In this case π is a ramified principal series that is not of Type 3:

π ∼= β � β−1, β ramified, unitary character of F×, β2 ramified.

• Type 5. In this case π is a ramified quadratic twist of the Steinberg
representation:

π ∼= βStGL(2), β ramified, β2 = 1.

Remark 2.2. If p is odd, then each supercuspidal representation is dihedral, i.e.,
constructed via the Weil representation from a quadratic extension E of F and
a non-Gal(E/F )-invariant character ξ of E×. Such representations are of Type 1
if E/F is unramified and of Type 2 if E/F is ramified. If p is even, there exist
nondihedral supercuspidals; these are also of Type 2.

Remark 2.3. For representations of Type 3 or 5, the ramified quadratic character
β satisfies a(β) = 1 if p is odd and a(β) ∈ {2, 3} if p is even.

Remark 2.4. If π is of Type 1, 3, 4, or 5, then n is even. If π is of Type 2, then n
can be either odd or even.

2.1.6. Properties of the adjoint conductor. Let π be a generic irreducible admissible
unitarizable representation of G with trivial central character. Write n = a(π) and
N = a(π × π). In Section 2.6, we will establish the following result concerning
the integer N and its relation to n. We state it here because it will be useful in
interpreting the results to follow.

Proposition 2.5. The integer N is even and satisfies N ≤ n + 1. Furthermore,
the following conditions on π are equivalent:

(1) N = n+ 1.
(2) n is odd.
(3) Either

(a) π is the Steinberg representation or an unramified quadratic twist there-
of (in which case n = 1) or

(b) π is a representation of Type 2 for which n is odd.

2.1.7. Definition of Ichino integral. Let s be a complex parameter, and let π3 =
|.|s−1/2 � |.|1/2−s be the corresponding principal series representation of G. It is
well known that π3 is irreducible and unitarizable if and only if Re(s) = 1/2 or
s ∈ (0, 1); suppose that this is the case. Fix a nonzero K-invariant vector x3 ∈ π3,
which is then unique up to a scalar. We recall, for later use, the following formula
for the normalized Hecke eigenvalues of x3:
(25)

λs,m =
∑

i,j∈Z≥0

i+j=m

αiβj =

{
αm+1−βm+1

α−β , m ≥ 0,

0, m < 0,
with α = ps−1/2, β = p1/2−s.

Let π be a representation ofG satisfying Condition 2.1. Let x ∈ π be a newvector,
i.e., a nonzero vector on the unique line of K0(p

a(π))-invariant vectors in π. Fix
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arbitrary G-invariant inner products 〈 , 〉 on π and π3. It follows from [19, Lemma
2.1] that what we will call the local Ichino integral

(26) I(s) = I(s;π) =

∫
Z\G

(
〈gx, x〉
〈x, x〉

)2 〈gx3, x3〉
〈x3, x3〉

dg

converges absolutely provided that either Re(s) = 1/2 or s ∈ (2λ(π), 1 − 2λ(π));
we will see later that it extends to a meromorphic function of s ∈ C. Note that
I(s) depends only upon π, s, and our normalization of measures and not upon the
precise choice of x, x3, or the inner products 〈 , 〉 on π, π3. While not immediately
obvious, it can be shown (using (31) below, for instance) that the right-hand side
of (26) is nonnegative.

It will be convenient to work with the normalized quantity

I∗(s) = I∗(s;π) =

(
L(π × π × π3, 1/2)ζp(2)

2

L(adπ3, 1)L(adπ, 1)2

)−1

I(s).

We note that L(π × π × π3, 1/2) = L(π × π, s)L(π × π, 1− s) and L(adπ3, 1)
−1 =

(1− p2s−2)(1− p−1)(1− p−2s).

2.2. Statement of results. Let π be a representation of G satisfying Condition
2.1, and let s ∈ C. Our main local result is an explicit formula for the normalized
local Ichino integral I∗ = I∗(s) = I∗(s;π); as a consequence, we deduce optimal
bounds for the latter. The proofs will occupy the remaining subsections of Section
2. We will use the notation

n = a(π), N = a(π × π), n′ = n− N

2
.

Proposition 2.5 implies that n′ is an integer satisfying N
2 − 1 = n′ = n−1

2 if n is

odd and N
2 ≤ n′ ≤ n if n is even.

When n ∈ {0, 1}, the value of I∗ is already known (see [20, Theorem 1.2] and
[33, Lemma 4.2]):

Theorem 2.6. Suppose that n = 0 or n = 1. Then I∗ = p−n.

We turn to the case n ≥ 2. Our formulas will depend upon the classification of
π recalled in Section 2.1.5 and the notation λs,m introduced in (25).

Theorem 2.7. Suppose that n ≥ 2. Then I∗ = p−n · L(adπ, 1)2 ·Qπ,p(s)
2 with

Qπ,p(s) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
λs,n′ − p−1λs,n′−2 for Type 1,

λs,n′ − p−1/2λs,n′−1 for Type 2,

λs,n′ − 2p−1/2λs,n′−1 + p−1λs,n′−2 for Type 4,

λs,n′ − p−1/2(1 + p−1)λs,n′−1 + p−2λs,n′−2 for Type 5.

In the remaining case that π is of Type 3, we have N = 0, n = n′ = 2a(β) ∈
{2, 4, 6}, and

Qπ,p(s) =

⎧⎪⎨
⎪⎩
λs,2 − p−1/2βs0λs,1 + p−1(2βs0 − 2− p−1), p odd,

λs,n − p−1/2βs0λs,n−1 + 2p−1(βs0 − 1)λs,n−2

−p−3/2βs0λs,n−3 + p−2λs,n−4, p even.
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Corollary 2.8 (Local Lindelöf hypothesis). Let θ = |Re(s − 1/2)|. Then I∗ <

105p−nτ (pn
′
)2p2θn

′
.

Proof. The case n ∈ {0, 1} follows easily from Theorem 2.6, so suppose that n ≥ 2.
The value of L(adπ, 1) can be read off from the formula for L(π × π, s)−1ζp(2s) =
(1 + p−s)−1L(adπ, s)−1 given in Table 1 in Section 2.6. We see that L(adπ, 1) ≤
30 < 10

3
2 in every case. The formulas for Qπ,p(s) provided above imply the bound

|Qπ,p(s)| ≤ 10τ (pn
′
)pθn

′
. The result now follows from Theorem 2.7, noting that

n ≥ 2 implies n′ ≥ 1. �
2.3. An identity of local integrals. In this section we apply a lemma of Michel–
Venkatesh to establish the meromorphic continuation of the local Ichino integral
I(s) = I(s;π) defined in Section 2.1.7 and to reduce its study to that of a Rankin–
Selberg integral involving the Whittaker newform of π.

Let π be a generic irreducible admissible unitarizable representation of G with
trivial central character, realized in its ψ-Whittaker model: π = W(π, ψ). By
[26, Lemma 2.19.1], the formula

(27) 〈W1,W2〉 =
∫
F×

W1(a(y))W2(a(y)) d
×y (W1,W2 ∈ π)

defines a G-invariant hermitian pairing on π.

Definition 2.9. The normalized Whittaker newform W ∈ π is the unique vector
invariant under K0(p

a(π)) that satisfies 〈W,W 〉 = 1 and W (1) > 0.

Remark 2.10. One can check that W (1) = 1 whenever a(π) ≥ 2.

Let s ∈ C be a complex parameter. We realize π3 = |.|s−1/2 � |.|1/2−s in its
induced model, and let fs ∈ π3 denote the unique K-invariant vector that satisfies
fs(1) = 1. Define the local Rankin–Selberg integral

(28) J(s) =

∫
NZ\G

W (g)W (a(−1)g)fs(g) dg,

where W ∈ π is the normalized Whittaker newform. It is well known that the RHS
converges absolutely in some nonempty vertical strip and extends to a meromorphic
function of s on the complex plane (see [25]). Using the identityW (a(−1)g) = W (g)
and the Iwasawa decomposition, we can rewrite this definition as

(29) J(s) =

∫
k∈K

∫
y∈F×

|W |2(a(y)k)|y|s−1 d×y dk.

or alternatively, using the Bruhat decomposition (see (23)), as

(30) J(s) =
ζp(2)

ζp(1)

∫
x∈F

max(1, |x|)−2s

∫
y∈F×

|W |2(a(y)wn(x))|y|s−1 d×y dx.

The following important result is a consequence of Lemma 3.4.2 in [31].

Proposition 2.11. Suppose that π satisfies Condition 2.1. The integral I(s), de-
fined initially for Re(s) = 1/2 or s ∈ (2λ(π), 1− 2λ(π)), extends to a meromorphic
function of s on the entire complex plane. We have an identity of meromorphic
functions

(31) I(s) = (1− p−1)−1J(s)J(1− s).
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Proof. Denote by D = {s ∈ C : Re(s) = 1/2} ∪ (2λ(π), 1 − 2λ(π)) the cross on
which I(s) was defined, and let s ∈ D. Then π3 is irreducible and unitarizable. We
normalize the (unique up to scaling) G-invariant hermitian pairing 〈 , 〉 on π3 so
that 〈fs, fs〉 = 1.16 With this normalization, the definition (26) reads

(32) I(s) =

∫
Z\G

〈gW,W 〉2〈gfs, fs〉 dg.

This integral converges absolutely and locally uniformly on D.
We observe that 〈gfs, fs〉 extends to an entire function of s, and in fact a poly-

nomial function of p±s; explicitly,

〈k1a(�m)k2fs, fs〉 = p−m/2(1 + p−1)−1(λs,m − p−1λs,m−2)

with λs,m as in (25) for all k1, k2 ∈ K, m ≥ 1. Moreover, we have the majorization
|〈gfs, fs〉| ≤ 〈gfσ, fσ〉 ∈ R≥0 with σ = Re(s). Consequently, the integral (32)
converges normally and defines a holomorphic function on the strip D′ = {s ∈ C :
Re(s) ∈ (2λ(π), 1− 2λ(π))}.

The relation (31) on the line Re(s) = 1/2 follows from Lemma 3.4.2 in [31] upon

noting that J(s) = J(1− s) whenever Re(s) = 1/2. Since both sides of (31) vary
analytically with s on the strip D′, we obtain at once the meromorphic continuation
of J(s) to the complex plane and the general case of the identity (32). �

Proposition 2.11 is significant for our purposes because it reduces the evaluation
of the integral I(s), which appears in Ichino’s formula, to that of the simpler integral
J(s).

2.4. The local functional equation. Let π = W(π, ψ) be a generic irreducible
admissible unitarizable representation of G with trivial central character, let W ∈ π
be the normalized Whittaker newform, and let J(s) be the local Rankin–Selberg
integral. The main difficulty in computing J(s), and hence I(s), is that W (g) has
no simple formula when a(π) ≥ 2. In Section 2.6, we will split the integral (30)
defining J(s) into several pieces. Initially, we will be able to evaluate at least half of
these pieces. The key tool that will enable us to compute the remaining pieces is the
local functional equation for GL(2) × GL(2), which we now recall in a specialized
form. It is convenient to define the normalized local Rankin–Selberg integral

J∗(s) =
J(s)ζp(2s)

L(π × π, s)

and to introduce the shorthand notation C = C(π × π).

Proposition 2.12 (Local functional equation for GL(2) × GL(2)). J∗(s) extends
to a polynomial function of p±s that satisfies the functional equation J∗(s) =
Cs−1/2J∗(1− s).

Proof. This follows from (1.1.5) of [11] by taking the Schwartz function Φ to be
the characteristic function of o × o. We have used here that the epsilon factor
ε(s, π× π, ψ) equals C1/2−s. This follows from the fact that the local root number
of π × π is equal to +1; see the proof of Prop. 2.1 of [36]. �

16In the tempered case Re(s) = 1/2, we have explicitly

〈f, f ′〉 =
∫
k∈K

f(k)f ′(k) dk (f, f ′ ∈ π3).

When s ∈ (0, 1), the formula for the pairing is slightly more complicated.
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Suppose that π satisfies Condition 2.1. From Proposition 2.11 and the definitions
of I∗(s) and J∗(s), we readily derive the formula

(33) I∗(s) = (1 + p−1)2L(adπ, 1)2J∗(s)J∗(1− s).

By Proposition 2.12, J∗(s) is an entire function of s. It follows that I∗(s) is also
entire as a function of s. By contrast, I(s) may have poles. Using soft analytic
techniques, we deduce from Proposition 2.12 the local convexity bound described in
the introduction.

Corollary 2.13 (Local convexity bound). For 0 ≤ Re(s) ≤ 1, we have J∗(s) �
C−1/2+Re(s)/2 and I∗(s) � C−1/2 with absolute implied constants.

Proof. By (33), it suffices to prove the first part of the statement. Using (29) and the
fact that W (g) is L2-normalized, we get the trivial bound J∗(s) � 1 for Re(s) = 1.
We transfer this to the bound J∗(s) � C−1/2 for Re(s) = 0 via Proposition 2.12.
We interpolate these two bounds by the Phragmen–Lindelöf theorem, which in
this context is nothing more than the maximum modulus principle, to deduce that
J∗(s) � C−1/2+Re(s)/2 for all s with 0 ≤ Re(s) ≤ 1. �
2.5. Properties of Whittaker functions. Let π = W(π, ψ) be a generic irre-
ducible admissible unitarizable representation of G with trivial central character,
and let W ∈ π be its normalized Whittaker newform. The purpose of this section
is to establish the key properties of W that will be used in our proof of Theorem
2.7.

Lemma 2.14 (Invariance of inner product on Whittaker model). For each g1, g2 ∈
G, one has

∫
y∈F× |W |2(a(y)g1) d×y =

∫
y∈F× |W |2(a(y)g2) d×y = 1.

Proof. Since G acts on W(π, ψ) by right translation, the first identity amounts to
the fact that integration along A defines a G-invariant hermitian pairing onW(π, ψ)
(see the beginning of Section 2.3). The second identity follows from our assumption
that W is L2-normalized. �
Lemma 2.15 (Support condition17). Write n = a(π), and suppose that n ≥ 2. If
|x|2 < max(pn, |y|) and W (a(y)wn(x)) 
= 0, then |y| = pn.

Before embarking on the proof of this lemma, we must introduce some nota-
tion and recall the local GL(2) functional equation. Let μ be a character of the
unit group o×. We extend μ to a (unitary) character of F× (noncanonically) by
setting μ(�) = 1 and henceforth also denote this extension by μ. We may write
the standard ε-factor for πμ in the form ε(πμ, s, ψ) = ε(πμ)C(πμ)1/2−s for some
ε(πμ) = ε(πμ, ψ, 1/2) ∈ C1, where C(πμ) = pa(πμ) is as in Section 2.1.3; for no-
tational simplicity, we suppress the dependence of ε(πμ) on our fixed choice of
uniformizer � and unramified additive character ψ.

With this notation, the local GL(2) functional equation (see [26]) asserts that
for each vector W ′ ∈ W(π, ψ), each character μ of o×, and each complex number
s ∈ C, the local zeta integral

Z(W ′, μ, s) =

∫
F×

W ′(a(y))μ(y)|y|s d×y

17The reader looking to understand how our arguments would apply to slightly more general
vectors W ′ ∈ π might complain that this condition is very particular to the newform. We refer to
Remark 1.9 for a sketch of an alternative, more robust argument that does not make use of this
condition.
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satisfies

(34)
Z(W ′, μ−1, s)

L(πμ−1, 1/2 + s)
= ε(πμ)C(πμ)s

Z(wW ′, μ,−s)

L(πμ, 1/2− s)
.

Proof of Lemma 2.15. Suppose that |x|2 < max(pn, |y|). If |x|2 ≥ pn, then |y| >
|x|2 ≥ pn, hence

max

(∣∣∣∣xy
∣∣∣∣ ,

∣∣∣∣x2

y

∣∣∣∣ , pn
∣∣∣∣1y

∣∣∣∣
)

< 1.

It follows that for each unit u ∈ o×, the matrix

(a(y)wn(x))−1n(u�−1)(a(y)wn(x)) =

[
1 + x

yu�
−1 x2

y u�−1

− 1
yu�

−1 1− x
yu�

−1

]

belongs to K0(p
n). Therefore W (a(y)wn(x)) = ψ(u�−1)W (a(y)wn(x)) for all

u ∈ o×. Since ψ has conductor o, we see that W (a(y)wn(x)) = 0.
It remains to consider the case that |x|2 < pn. Let W ′ = wn(x)W . We wish

to show that W ′(a(y)) = 0 unless |y| = pn. By Fourier inversion on the unit
group o×, it is equivalent to show that for each character μ of o×, the zeta integral
Z(W ′, μ−1, s) is a constant multiple of pns, where the constant is allowed to depend
upon μ but not upon s.

It is a standard fact (see [40], [42]) that the map F× � y �→ W (a(y)), and hence
also the map

(35) F× � y �→ (wW ′)(a(y)) = (n(x)W )(a(y)) = W (a(y)n(x)) = ψ(xy)W (a(y)),

is supported on o×, so that c0(μ) := Z(wW ′, μ,−s) is independent of s; it is here
that we have used the assumption n ≥ 2. Therefore the functional equation (34)
reads

Z(W ′, μ−1, s) = c0(μ)ε(πμ)C(πμ)s
L(πμ−1, 1/2 + s)

L(πμ, 1/2− s)
,

and we reduce to showing that c0(μ) 
= 0 implies that C(πμ) = pn and L(πμ, s) =
L(πμ−1, s) = 1.

The right-a(o×)-invariance of W implies that (35) is invariant under o× ∩ (1 +
x−1o), hence c0(μ) = 0 unless C(μ) ≤ |x|, in which case C(μ)2 ≤ |x|2 < pn and
C(πμ) = pn. If π is of Type 1 or Type 2, we deduce immediately that L(πμ, s) =
L(πμ−1, s) = 1; in the other cases this holds by inspection. �

Remark 2.16. A slight modification of the above argument implies that under the
hypotheses of Lemma 2.15, we have

(36) W (a(y)wn(x)) =
∑
μ∈ô×

C(πμ)=|y|

μ(y)ε(πμ)G(x, μ),

where G(x, μ) =
∫
u∈U

ψ(xu)μ(u) is a Gauss-Ramanujan sum. Note that the char-

acters μ contributing nontrivially to (36) are those for which G(x, μ) 
= 0, which
implies that C(μ) ≤ |x|.
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2.6. The proofs. Our aim in this section is to prove Theorem 2.7; along the way,
we will also establish Proposition 2.5. Let π satisfy Condition 2.1. Recall the
notation n = a(π) and N = a(π×π). Suppose that n ≥ 2. By (31), the calculation
of I∗(s) reduces to that of J∗(s). Let Tm be the coefficient of pms therein:

(37) J∗(s) =
∑
m∈Z

Tmpms.

Recalling that J∗(s) is a polynomial in p±s and applying its functional equation
J∗(s) = (pN )s−1/2J∗(1 − s) (Proposition 2.12), we see that Tm = 0 for almost all
m and

(38) T−m+N = pm−N
2 Tm.

Setting s = 1 in (37) and using the identity J(1) = 1, we obtain

(39)
∑
m

Tmpm =
ζp(2)

L(π × π, 1)
.

Closely related to Tm are the quantities Rm defined by

(40) J(s) =
∑
m∈Z

Rmpms.

A linear relation between the sequences Tm and Rm follows immediately from the
definition

J∗(s) =
J(s)ζp(2s)

L(π × π, s)
.

For convenience, we explicate this relation case-by-case in Table 1.
Let us now explain our strategy for computing J∗(s). In view of (37), (38),

and (39), it suffices to compute Tm for positive m. Using Table 1, we reduce
further to computing Rm for positive m.

The definition (30) of J(s) implies that

Rm =
ζp(2)

ζp(1)

∫
x∈F

∫
y∈F×

|y|/max(1,|x|)2=pm

|W |2(a(y)wn(x))|y|−1 d×y dx.

Let x, y be as in the integrand above, and suppose that W (a(y)wn(x)) 
= 0. Since
m > 0, we have |x|2 < |y|. By the support condition on W (Lemma 2.15), we

Table 1. Relation between Tm and Rm

Representation L(π × π, s)−1ζp(2s) Tm in terms of Rm

Type 1 1 Rm

Type 2 1
1+p−s

∑∞
r=0(−1)rRm+r

Type 3 (1−p−s)(1−p2s0−s)(1−p−2s0−s)
1+p−s Rm − βs0Rm+1 −Rm+2

+2βs0

∑∞
r=2(−1)rRm+r

Type 4 1−p−s

1+p−s Rm + 2
∑∞

r=1(−1)rRm+r

Type 5 1−p−s−1

1+p−s Rm + (1 + p−1)
∑∞

r=1(−1)rRm+r
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deduce that |y| = pn. Therefore

Rm =
ζp(2)

ζp(1)
p−n

∫
x∈F

max(1,|x|)2=pn−m

∫
y∈F×

|W |2(a(y)wn(x)) d×y dx.

By the invariance of the inner product on W(π, ψ) and our assumption that W is
L2-normalized (Lemma 2.14), we deduce that the integral over y is identically 1
and, in particular, independent of x. We summarize as follows:

Proposition 2.17. Let m be a positive integer. Then

Rm =
ζp(2)

ζp(1)
p−n vol({x ∈ F : max(1, |x|)2 = pn−m}, dx).

Explicitly,

(1) Rm = 0 if either
• m > n or
• 1 ≤ m < n and m− n is odd.

(2) Rn = p−n

1+p−1 .

(3) Rm = p
−n−m

2
1−p−1

1+p−1 if 1 ≤ m < n and m− n is even.

In order to prove Theorem 2.7, it suffices to evaluate Tm for each m and then
use (33) and (37). From (38) and Proposition 2.17 we know that Tm = 0 if m > n
or m < N − n. For the remaining values of m, the evaluation of Tm follows by
collecting together (38), (39), Proposition 2.17, and the relations in Table 1. We
record the results.

Type 1. In this case π is a dihedral supercuspidal representation ρ(E/F, ξ), asso-
ciated to the unramified quadratic extension E of F and to a non-Galois-invariant
character ξ of E×. A standard computation [40] shows that n = 2a(ξ) and
N = 2a(ξ2). This shows that n and N are even and N ≤ n. As for Tm, we
have Tm = 0 if m > n or m < N − n or N − n ≤ m ≤ n and m − n is odd;

Tm = p−n

1+p−1 if m = n; Tm = p−N
2

1+p−1 if m = N − n and Tm = p
−n−m

2
1−p−1

1+p−1 in the

remaining cases.

Type 2. In this case we will prove that

(41) Tm = (−1)m+n p�
−m−n

2 	

1 + p−1

unless we have m > n or m < N − n, in which case Tm equals 0. Indeed, from
Proposition 2.17 and Table 1, we see that (41) holds for m positive. Now, if N were
odd, then we would be able to use (38) to find Tm for all m; however, the resulting
formula would contradict (39). We conclude that N is even. Now using (38)
and (39), we see that Tm is given by (41) for all m in the range N − n ≤ m ≤ n
and it is 0 otherwise.

Next we show that N = n+ 1 whenever n is odd. Indeed, if not, then we must
have either N ≥ n + 2 or N ≤ n. In the first case, (41) implies that T1 = T0 = 0
and hence (by the relation R0 = T1 + T0) that R0 = 0. This is a contradiction
since (29) shows immediately that R0 ≥

∫
K

|W (k)|2dk > 0 since W (1) > 0. In the

second case, (41) implies that T0 = (−1)n p�−n
2

�

1+p−1 and T1 = (−1)n+1 p�−n−1
2

�

1+p−1 . As
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n is odd, we have T0 = −T1 and because T0 = R0 − T1, this implies that R0 = 0,
once again leading to the same contradiction.

Type 3. In this case, we must have n = 2a(β), N = 0. We have Tm = 0 if m > n or

m < N−n = −n. First assume that p is odd; so a(β) = 1. We have T2 = p−2

1+p−1 and

T1 = −βs0
p−2

1+p−1 . From (38), it follows that T−1 = −βs0
p−1

1+p−1 and T−2 = 1
1+p−1 .

It is left to calculate T0. For that we use the fact that
∑

Tmpm =
ζp(2)

L(π×π,1) . This

gives us T0 = p−1 1−2p−1−p−2+2βs0
p−1

1+p−1 . The case p = 2 is similar, except that now

a(β) ∈ {2, 3}. We compute Tn−2, Tn−3 from Table 1 (since n ≥ 4). We omit the
details.

Type 4. In this case n = 2a(β) and N = 2a(β2). So n and N are even and N ≤ n.
As always, we have Tm = 0 if m > n or m < N − n. For the remaining cases,

we compute Tm = p−n

1+p−1 if m = n; Tm = p−N
2

1+p−1 if m = N − n; Tm = p
−n−m

2 if

0 < n−m < 2n−N and m− n is even; Tm = − 2p
−n−m−1

2

1+p−1 if 0 < n−m < 2n−N

and m− n is odd.

Type 5. In this case N = 2 and n = 2a(β). As always, we have Tm = 0 if m > n

or m < N − n. Moreover Tm = p−n

1+p−1 if m = n; Tm = p− N
2

1+p−1 if m = N − n;

Tm = p
−n−m

2
1+p−2

1+p−1 if 0 < n −m < 2n−N and m − n is even; Tm = −p
−n−m−1

2 if

0 < n−m < 2n−N and m− n is odd.

By substituting the above formulas into (37), we get an explicit formula for
J∗(s). This immediately proves Theorem 2.7 using the relation (33). We note here
the precise relation between Qπ,p(s) and J∗(s),

p
Ns
2 Qπ,p(s) = (1 + p−1)p

N
4 +n

2 J∗(s).

Note that along the way we have also proved Proposition 2.5.
Finally, one can easily derive explicit formulas for Rm for all m from those for

Tm calculated above and the relations written down in Table 1. For example, for
Type 1 representations, we have

(1) Rm = 0 if either
• m > n or m < N − n or
• N − n ≤ m < n and m− n is odd.

(2) Rn = p−n

1+p−1 .

(3) RN−n = p−N/2

1+p−1 .

(4) Rm = p
−n−m

2
1−p−1

1+p−1 if N − n ≤ m < n and m− n is even.

The values of Rm for m ≤ 0 are related to the Fourier coefficients at various cusps
of a newform corresponding to π (see Section 3.4).

3. Proof of Theorem 1.2

3.1. Background and notation. In this subsection we collect some notation that
will be used frequently in this section. For complete definitions and proofs, we refer
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the reader to Serre [41], Shimura [43], Iwaniec [21], [22] and Atkin–Lehner [1]. We
note that some of this (boilerplate) subsection is borrowed from [33].

General notation. For an integer n and a prime p, we let np denote the largest
divisor of n that is a power of p, and we let n
 denote the largest integer such that
n2

 divides n. In other words, np is the “p-part” of n (the maximal p-power divisor),

while n2

 is the “square part” of n (the maximal square divisor). Note that np =

|n|−1
p where |n|p denotes the p-adic absolute value. We let n0 denote the largest

squarefree divisor of n. One could also write np = (n, p∞) and n0 = (n,
∏

p p). We
have n
 = 1 if and only if n0 = n if and only if n is squarefree, but there is in
general no simple relation between n
 and n0.

Given a finite collection of rational numbers {. . . , ai, . . . }, the greatest common
divisor (. . . , ai, . . . ) (resp. least common multiple [. . . , ai, . . . ]) is the unique non-
negative generator of the (principal) Z-submodules

∑
Zai (resp.

⋂
Zai) of Q. In

particular, if a and b are two positive rational numbers with prime factorizations
a =

∏
pap , b =

∏
pbp , then we have (a, b) =

∏
pmin(ap,bp) and [a, b] =

∏
pmax(ap,bp).

We write a|b to denote that the ratio b/a is an integer.
For each complex number z, we write e(z) := e2πiz. For each positive integer n,

we let ϕ(n) denote the Euler phi function ϕ(n) = #(Z/n)× = #{a ∈ Z : 1 ≤ a ≤
n, (a, n) = 1}. We let τ (n) denote the number of positive divisors of n and ω(n)
the number of prime divisors of n.

The upper-half plane. We shall make use of notation for the upper half-plane
H = {z ∈ C : Im(z) > 0}, the modular group Γ = SL(2,Z) � H acting by
fractional linear transformations, its congruence subgroup Γ0(q) consisting of those
elements with lower-left entry divisible by q, the modular curve Y0(q) = Γ0(q)\H,
the Poincaré measure dμ = y−2 dx dy, and the stabilizer Γ∞ = {± ( 1 n

1 ) : n ∈ Z}
in Γ of ∞ ∈ P1(R). We denote a typical element of H as z = x+ iy with x, y ∈ R.

Holomorphic newforms. Let k be a positive even integer, and let α be an element
of GL(2,R) with positive determinant; the element α acts on H by fractional linear
transformations in the usual way. Given a function f : H → C, we denote by f |kα
the function z �→ det(α)k/2j(α, z)−kf(αz), where j

([
a b
c d

]
, z

)
= cz + d.

A holomorphic cusp form on Γ0(q) of weight k is a holomorphic function f :
H → C that satisfies f |kγ = f for all γ ∈ Γ0(q) and vanishes at the cusps of
Γ0(q). A holomorphic newform is a cusp form that is an eigenform of the algebra
of Hecke operators and orthogonal with respect to the Petersson inner product
to the oldforms (see [1]). We say that a holomorphic newform f is a normalized
holomorphic newform if moreover λf (1) = 1 in the Fourier expansion

(42) yk/2f(z) =
∑
n∈N

λf (n)√
n

κf (ny)e(nx),

where κf (y) = yk/2e−2πy; in that case the Fourier coefficients λf (n) are real, mul-
tiplicative, and satisfy [5], [6] the Deligne bound |λf (n)| ≤ τ (n).

Recall, from Section 1.1, the definitions of the measures μ and μf on Y0(1), given
by

μ(φ) =

∫
Γ\H

φ(z)
dx dy

y2
, μf (φ) =

∫
Γ0(q)\H

φ(z)|f |2(z)yk dx dy

y2

for all bounded measurable functions φ on Y0(1).
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Maass forms. A Maass cusp form (of level 1, on Γ0(1), on Y0(1), . . . ) is a Γ-
invariant eigenfunction of the hyperbolic Laplacian Δ := y−2(∂2

x + ∂2
y) on H that

decays rapidly at the cusp of Γ. By the “λ1 ≥ 1/4” theorem (see [21, Corollary
11.5]) there exists a real number r ∈ R such that (Δ+1/4+r2)φ = 0; our arguments
use only that r ∈ R ∪ i(−1/2, 1/2), which follows from the nonnegativity of Δ.

A Maass eigencuspform is a Maass cusp form that is an eigenfunction of the
Hecke operators at all finite places and of the involution T−1 : φ �→ [z �→ φ(−z̄)];
these operators commute with one another as well as with Δ. A Maass eigencusp-
form φ has a Fourier expansion

(43) φ(z) =
∑

n∈Z�=0

λφ(n)√
|n|

κφ(ny)e(nx)

where κφ(y) = 2|y|1/2Kir(2π|y|)sgn(y)
1−δ
2 with Kir the standard K-Bessel func-

tion, sgn(y) = 1 or −1 according as y is positive or negative, and δ ∈ {±1} the
T−1-eigenvalue of φ; note that the argument ny of κφ(ny) in (43) may be negative
even if y is positive. A normalized Maass eigencuspform further satisfies λφ(1) = 1;
in that case the coefficients λφ(n) are real and multiplicative.

Because f(−z̄) = f(z) for each normalized holomorphic newform f , we have
μf (φ) = 0 whenever T−1φ = δφ with δ = −1. Thus we shall assume throughout
the rest of this paper that δ = 1, i.e., that φ is an even Maass form.

Eisenstein series. Let s ∈ C, z ∈ H. The real-analytic Eisenstein series E(s, z) =∑
Γ∞\Γ Im(γz)s converges normally for Re(s) > 1 and continues meromorphically

to the half-plane Re(s) ≥ 1/2 where the map s �→ E(s, z) is holomorphic with the
exception of a unique simple pole at s = 1 of constant residue ress=1E(s, z) =
μ(1)−1. The Eisenstein series satisfies the invariance E(s, γz) = E(s, z) for all
γ ∈ Γ. When Re(s) = 1/2 we call E(s, z) a unitary Eisenstein series. We write Es

for the function Es(z) = E(s, z).
To each Ψ ∈ C∞

c (R∗
+), we attach the incomplete Eisenstein series E(Ψ, z) =∑

γ∈Γ∞\Γ Ψ(Im(γz)), which descends to a compactly supported function on Y0(1).

One can express E(Ψ, z) as a weighted contour integral of E(s, z) via Mellin inver-
sion.

3.2. An extension of Watson’s formula. The general analytic properties of
triple product L-functions on GL(2) follow from an integral representation intro-
duced by Garrett [9] and further developed by Piatetski-Shapiro–Rallis [35].

Harris–Kudla [16] established a general “triple product formula” relating the
(magnitude squared of the) integral of the product of three automorphic forms
(on quaternion algebras) to the central value of their triple product L-function,
with proportionality constants given by somewhat complicated local zeta integrals.
Gross and Kudla [15] and Watson [46] evaluated sufficiently many of the Harris–
Kudla zeta integrals to obtain a completely explicit triple product formula for each
triple of newforms having the same squarefree level.

Ichino [19] obtained a more general triple product formula of the type considered
by Harris–Kudla, but in which the proportionality constants are given by simpler
integrals over the group PGL2(Qp). Sufficiently many of those simpler integrals
were computed in [20, Theorem 1.2] and [33, Lemma 4.2] to derive an explicit
triple product formula for each triple of newforms of (not necessarily the same)
squarefree level (see [33, Remark 4.2]).
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Our local calculations in Section 2 give an explicit triple product formula for
certain triples of newforms of not necessarily squarefree level. We state only the
identity that we shall need.

Conventions regarding L-functions. Let π = ⊗πv be one of the symbols φ, f ,
adφ, adf , or f × f × φ; here v traverses the set of places of Q. One can attach
a local factor Lv(π, s) = L(πv, s) for each v. We write L(π, s) =

∏
p Lp(π, s) for the

finite part of the corresponding global L-function and Λ(π, s) = L∞(π, s)L(π, s)
=

∏
v Lv(π, s) for its completion. The functional equation relates L(π, s) and

L(π, 1− s).
For the convenience of the reader, we collect here some references for the defi-

nitions of L(π, s) with π as above. Watson [46, Section 3.1] is a good reference
for squarefree levels. In general, the standard L-functions attached to π = f
and π = φ may be found in a number of sources (see for instance [3], [10], [26]).
Since φ has trivial central character and is everywhere unramified, we may write
Lv(φ, s) = ζv(s + s0)ζv(s − s0) for some s0 ∈ C, where ζ∞(s) = π−s/2Γ(s/2) and
ζp(s) = (1 − p−s)−1. Then Lv(f × f × φ, s) = Lv(f × f, s + s0)Lv(f × f, s − s0).
It is known that Lv(f × f, s) factors as Lv(adf, s)ζv(s). Finally, the local factors
Lv(adf, s) may be found in [12].

Theorem 3.1. Let φ be a Maass eigencuspform of level 1. Let f be a holomorphic
newform on Γ0(q), q ∈ N. Then∣∣∣∫Γ0(q)\H φ(z)|f |2(z)yk dx dy

y2

∣∣∣2(∫
Γ\H |φ|2(z) dx dy

y2

)(∫
Γ0(q)\H |f |2(z)yk dx dy

y2

)2

=
1

8q

Λ(φ× f × f, 12 )

Λ(adφ, 1)Λ(adf, 1)2

∏
p|q�

(Lp(adf, 1) ·Qf,p(sφ,p))
2 ,

with s = sφ,p ∈ C chosen so that the pth normalized Hecke eigenvalue of φ is

ps−1/2 + p1/2−s and the local factors Qf,p(sφ,p) are as in Theorem 2.7.

Proof. Ichino’s generalization of Watson’s formula [19] reads
(44) ∣∣∣∫Γ0(q)\H φ(z)|f |2(z)yk dx dy

y2

∣∣∣2(∫
Γ\H |φ|2(z) dx dy

y2

)(∫
Γ0(q)\H |f |2(z)yk dx dy

y2

)2 =
1

8

Λ(f × f × φ, 1/2)

Λ(adφ, 1)Λ(adf, 1)2

∏
I∗v ,

where I∗p was defined and explicitly calculated in Section 2 and I∗∞ ∈ {0, 1, 2} (see
[46]). In our case, I∗∞ = 1. The result now follows from Theorems 2.6 and 2.7. �

Remark 3.2. A conclusion analogous to that of Theorem 3.1 also holds when φ = Es

is an Eisenstein series, in which case the computation follows more directly from
the Rankin–Selberg method and the calculations of Section 2. See also [31, Section
4.4].

3.3. Bound for Df (φ) in terms of L-functions. We briefly recall the setup for
Theorem 1.2. Let f be a holomorphic newform of weight k ∈ 2N on Γ0(q). We
assume without loss of generality that f is a normalized newform. Fix a Maass
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eigencuspform or incomplete Eisenstein series φ on Y0(1) = Γ0(1)\H. We wish to
prove the bound asserted by Theorem 1.2, i.e., that

Df (φ) :=
μf (φ)

μf (1)
− μ(φ)

μ(1)
�φ (q/q0)

−δ1 log(qk)−δ2

for some δ1, δ2 > 0, with q0 the largest squarefree divisor of q. For simplicity, we
treat in detail only the case that φ is a Maass eigencuspform, since the changes
required to treat incomplete Eisenstein series are exactly as in [33].18

We first collect an upper bound for Df (φ) obtained by combining the extension
of Watson’s formula (Theorem 3.1) with Soundararajan’s weak subconvex bounds
[44].

Proposition 3.3. For each holomorphic newform f on Γ0(q) and each Maass
eigencuspform φ (of level 1), we have

|Df (φ)|2 �φ
1

q

Λ(f × f × φ, 1/2)

Λ(adf, 1)2
105ω(q/

√
C)τ (q/

√
C)2(q/

√
C)2θ,

where θ ∈ [0, 7/64] (see [27]) is a bound towards the Ramanujan conjecture for
Maass forms on SL2(Z)\H.

Proof. Let C be the (finite) conductor of f×f . Then C is a perfect square, and
√
C

divides q. The result now follows from Theorem 3.1 and the bounds of Corollary
2.8. �

The analytic conductor of f×f×φ is 
 C2k4, so the arguments of Soundararajan
[44] imply that

L(f × f × φ, 1/2) �
√
Ck

log(Ck)1−ε
.

By Stirling’s formula as in [44, Proof of Cor. 1], we deduce:

Proposition 3.4.

(45) |Df (φ)|2 �φ
1

L(adf, 1)2
105ω(q/

√
C)

log(Ck)1−ε

τ (q/
√
C)2

(q/
√
C)1−2θ

.

Note that q/
√
C ∈ N (cf. Proposition 2.5). Furthermore, when q is squarefree,

we have C = q2, so that the third factor on the RHS of (45) is absent.

Remark 3.5. The same bound holds when φ is a unitary Eisenstein series and with
uniform implied constants. By Mellin inversion, the bound also holds when φ is an
incomplete Eisenstein series (cf. [44, Proof of Cor. 1] or [33, Proof of Prop. 5.3]).

3.4. Cusps of Γ0(q) and Fourier expansions. We collect some (to the best
of our knowledge nonstandard) information concerning the Fourier expansions of
newforms at arbitrary cusps of Γ0(q) (§3.4.2). To illuminate that discussion, we
take some time to recall in detail certain comparatively standard facts concerning
the cusps of Γ0(q) themselves (§3.4.1).

18However, one obtains different numerical values for δ1, δ2 when φ is an incomplete Eisenstein
series; see the statement of Theorem 3.19.
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3.4.1. Background on cusps. The group G := PGL+
2 (R) acts on the upper half-

plane H and its boundary P1(R) by fractional linear transformations. For each
lattice (i.e., discrete subgroup of finite covolume) Δ < G := PGL+

2 (R), let P(Δ)
denote the set of boundary points a ∈ P1(R) stabilized by a nonscalar element
of Δ; one might call P(Δ) the set of parabolic vertices of Δ. Equivalently, for
each a ∈ P1(R), let Ua denote the unipotent radical of the parabolic subgroup
Pa = StabG(a). Then P(Δ) = {a ∈ P1(R) : vol(Ua/Ua ∩Δ) < ∞}.

The group Δ acts on P(Δ), and the orbit space C(Δ) := Δ\P(Δ) is called the
set of cusps of Δ. One may take as representatives for C(Δ) the set of parabolic
vertices of a given fundamental polygon for Δ\H. Intrinsically, C(Δ) is in bijection
with the set of Δ-conjugacy classes of parabolic subgroups P < G whose unipotent
radical U satisfies vol(U/U ∩Δ) < ∞.

Recall that Γ = Γ0(1) = SL2(Z), and set henceforth Γ′ = Γ0(q). Then P(Γ) =
P(Γ′) = P1(Q). The action of Γ on P(Γ) is transitive, and the stabilizer in Γ
(as well as in Γ′) of ∞ ∈ P(Γ) is Γ∞ = {± ( 1 n

1 ) : n ∈ Z}. Thus we have the
left Γ-set P(Γ) = Γ/Γ∞, the left Γ′-set P(Γ′) = Γ/Γ∞, and their orbit spaces
C(Γ) = Γ\Γ/Γ∞ = {1}, C(Γ′) = Γ′\Γ/Γ∞.

For an arbitrary ring R, the group Γ has a natural right action on the set P1(R),
realized as row vectors: [x : y]·

(
a b
c d

)
= [ax+cy : bx+dy]. The congruence subgroup

Γ0(q) is then the stabilizer in Γ of [0 : 1] ∈ P1(Z/q). The group Γ acts transitively on
P1(Z) = P1(Q), hence on P1(Z/q), and so we may identify Γ′\Γ = P1(Z/q) as right
Γ-sets. Under this identification, α =

(
a b
c d

)
∈ Γ corresponds to [c : d] ∈ P1(Z/q).

Two row vectors [c : d] and [c′ : d′] with (c, d) = (c′, d′) = 1 represent the same
element of P1(Z/q) if and only if there exists λ ∈ (Z/q)× for which c′ = λc and
d′ = λd. Thus P1(Z/q) may be identified with the set of diagonal (Z/q)×-orbits on
the set of ordered pairs [c : d] of relatively prime residue classes c, d ∈ Z/q. In each
such orbit there is a pair [c : d] for which c divides q;19 if [c, d] is one such pair, then
all such pairs arise as [c : λd] for some λ ∈ (Z/q)× that satisfies λc ≡ c (mod q), or
equivalently λ ≡ 1 (mod q/c). Thus as c traverses the set of positive divisors of q
and d traverses {d ∈ Z/(q/c) : (d, c, q/c) = 1}, the vector [c : d] traverses P1(Z/q).20

The element ( 1 n
1 ) of Γ∞ sends [c : d] ∈ P1(Z/q) to [c : d+nc]. The orbit of [c : d]

in P1(Z/q) may then be identified with the set of all [c : d′] where d′ ∈ Z/(q/c) and
d′ ≡ d (mod c). In summary, each section of the map Γ �

(
a b
c d

)
�→ [c : d] ∈ P1(Z/q)

gives rise to a commutative diagram

Γ′\Γ −−−−→ Γ′\Γ/Γ∞ = C(Γ′)∥∥∥ ∥∥∥
P1(Z/q) −−−−→ P1(Z/q)/Γ∞∥∥∥ ∥∥∥

{[c : d] : c|q, d ∈ Z/(q/c), (d, c, q/c) = 1} −−−−→ {[c : d] : c|q, d ∈ (Z/(c, q/c))×}.
When c|q and d ∈ (Z/(c, q/c))×, we henceforth write ad/c ∈ C(Γ′) for the corre-

sponding cusp. It corresponds to a/c ∈ P1(Q) where a is an integer with (a, c) = 1
and ad ≡ 1 (mod (c, q/c)).

19We say that the residue class c ∈ (Z/q) divides q if its unique representative c′ ∈ [1, q]
divides q.

20Note that d 
→ (d, c, q/c) is a well-defined function on Z/(q/c).
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Thinking of [c : d] as the “fraction” d/c, we define the denominator of the cusp
ad/c to be c, which is by assumption a positive divisor of q.

The width of a cusp a ∈ C(Γ′) is the index wa = [StabΓ(a) : StabΓ′(a)] of
its Γ′-stabilizer in its Γ-stabilizer.21 Equivalently, if we take as a fundamental
domain for Γ′\H a union of translates of fundamental domains for Γ, then the
width of a is the number of such translates that touch a (regarded as a Γ′-orbit of
parabolic vertices); in other words, it is the cardinality of the fiber above a under
the projection Γ′\Γ → C(Γ′). Let us write π for the bottom horizontal arrow in the
above diagram. Then the width of ad/c is

#π−1(ad/c) =
(q/c)(c, q/c)−1ϕ((c, q/c))

ϕ((c, q/c))
=

q/c

(c, q/c)
=

q

(c2, q)
= [q/c2, 1].

We now write simply C = C(Γ′) for the set of cusps of Γ′, which we enumerate
as C = {aj}j . Write cj for the denominator of aj , and write wj = [q/c2j , 1] for its
width. For each positive divisor c of q, let

C[c] := {aj ∈ C : cj = c}
denote the set of cusps of denominator c. It follows from the above diagram that
#C[c] = ϕ((c, q/c)).

Choose an element τj ∈ Γ representing the double coset aj ∈ Γ′\Γ/Γ∞. If
aj = ad/c, then we may take τj = ( ∗ ∗

c d′ ) for any integer d′ for which (d′, c) = 1
and d′ ≡ d (mod (c, q/c)). The τj so obtained form a set of representatives for

Γ′\Γ/Γ∞. Intrinsically, the width of aj is given by wj = [Γ∞ : Γ∞ ∩ τ−1
j Γ′τj ]. The

scaling matrix of aj is

(46) σj = τj

[
wj

1

]

which has the property B∩σ−1
j Γ′σj = Γ∞ with B = {( ∗ ∗

∗ )} < G. To put it another

way, for each z ∈ H, let us write zj = xj + iyj for the change of variable zj := σ−1
j z

and Γ′
j = StabΓ′(aj). Then each element γ ∈ Γ′ satisfying (γz)j = zj +1 generates

Γ′
j . In other words, z �→ zj is a proper isometry of H under which zj �→ zj + 1

corresponds to the action on z by a generator for Γ′
j .

3.4.2. Fourier expansions. We now turn to explicating the Fourier expansion of
|f |2 at the cusp aj , or equivalently that of |f |2(z) regarded as a function of the

variable zj . Recall the weight k slash operation: for α ∈ GL+
2 (R), set f |kα(z) =

det(α)k/2j(α, z)−kf(αz), where j
([

a b
c d

]
, z

)
= cz + d. We then have |f |2(z)yk =

|f |2(σjzj)Im(σjzj)
k = |f |kσj |2 (zj)ykj , and we may write

(47) f |kσj(zj) = y
−k/2
j

∑
n∈N

λj(n)√
n

κ(nyj)e(nxj)

for κ(y) = yk/2e−2πy (y ∈ R×
+) and some coefficients λj(n) ∈ C. In the special

case, aj = ∞, we note that λj(n) = λ(n). In general, the notation λj(n) is slightly
misleading because λj(n) depends not only on the cusp aj , but also on the choice of
scaling matrix τj . However, if λ′

j(n) denotes the coefficient obtained by a different

choice of τ ′j , then one has λ′
j(n) = e(bn/wj)λj(n) for some integer b.

21For more general subgroups than Γ0(q), one should replace “Γ′-stabilizer” with “Γ′ · {±1}-
stabilizer”.
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The coefficients λj(n) seem easiest to describe by working adelically. For some
background on adeles and adelization of automorphic forms, we refer the reader
to [10]. We recall the following notation from Section 2:

w =

[
0 1
−1 0

]
, a(y) =

[
y
1

]
, n(x) =

[
1 x
1

]
, and z(y) =

[
y
y

]
.

Let Ẑ = lim←−Z/n =
∏

Zp, Q̂ = Ẑ⊗ZQ =
∏′

Qp, and A = R×Q̂. To f one attaches a

function F : GL2(A) → C in the following standard way. By strong approximation,
every element of GL2(A) may be expressed in the form γg∞κ0 for some γ ∈ GL2(Q),

g∞ ∈ GL2(R)
+, and κ0 ∈ K0(q) = {

[
a b
c d

]
∈ GL2(Ẑ) : q | c}. Then F (γg∞κ0) =

f |kg∞(i). Recall that σj ∈ GL2(Q)+. Let i∞ : GL2(Q) ↪→ GL2(R) ↪→ GL2(A) and

ifin : GL2(Q) ↪→ GL2(Q̂) ↪→ GL2(A) be the natural inclusions. If gz ∈ GL2(R)
+ is

chosen so that gzi = z, then f |kσj(z) = f |kσjgz(i) = F (ι∞(σj)gz) = F (gzιfin(σ
−1
j ))

by the left-G(Q)-invariance of F . For g ∈ GL2(A), one has a Fourier expansion

F (g) =
∑

n∈Q�=0

W (a(n)g),

where W is a global Whittaker newform corresponding to f ; it is given explicitly
by W (g) =

∫
x∈A/Q

F (n(x)g)ψ(−x) dx where the integral is taken with respect to

an invariant probability measure. It satisfies W (n(x)g) = ψ(x)W (g) for all x ∈ A,
where 0 
= ψ =

∏
ψv ∈ Hom(A/Q,C1) is the additive character for which ψ∞(x) =

e2πix. The function W factors as
∏

Wv over the places of Q. We may pin down
this factorization uniquely by requiring that W∞(a(y)) = κ(y) and Wp(1) = 1 for
all primes p. Writing z = x + iy, we may and shall assume that gz = n(x)a(y).
Then

yk/2f |kσj(z) = F (gzιfin(σ
−1
j )) =

∑
n∈Q�=0

κ(ny)e(nx)
∏
p

Wp(a(n)σ
−1
j ).

Here we identify σj with its image under the natural inclusion G(Q) ↪→ G(Qp).
If p � q, then Wp is unramified at p and σj ∈ GL2(Zp), since σj differs from
τj ∈ SL2(Z) by a diagonal matrix with integral entries dividing q (and hence with

determinant coprime to p); thus Wp(a(n)σ
−1
j ) = Wp(a(n)). If we also have p � n,

then a(n) ∈ GL2(Zp), and so Wp(a(n)) = 1. Therefore the expansion (47) holds
with

(48) λj(n) =
√
n

∏
p|[n,q]

Wp(a(n)σ
−1
j ) =

√
n
∏
p|q

Wp(a(n)σ
−1
j )

∏
p| n

(n,q∞)

Wp(a(n)).

Let us spell out (48) a bit more precisely. Write τj =
[
a b
c d

]
, so that a = ad/c in

the notation introduced above. The Bruhat decomposition of τ−1
j reads

τ−1
j =

[
d −b
−c a

]
=

[
−c

−c

]
n(−d/c)a(1/c2)wn(−a/c),

so that for y ∈ Q×
p , we have

Wp(a(y)σ
−1
j ) = Wp(a(y/[q/c

2, 1])n(−d/c)a(1/c2)wn(−a/c))

= Wp(n(−yd/[q/c, c])a(y/[q, c2])wn(−a/c))

= ψp

(
−dy

[q/c, c]

)
Wp(a(y/[q, c

2])wn(−a/c)).
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Note also that∏
p| n

(n,q∞)

Wp(a(n)) =
∏

p| n
(n,q∞)

Wp

(
a

(
n

(n, q∞)

))
= λ

(
n

(n, q∞)

)
.

Recall here that λ(m) is our notation for the coefficient λj(m) at the distinguished
cusp aj = ∞. From the above calculations, we deduce that

(49) λj(n) =
√
n · e

(
dn

[q/c, c]

)
λ

(
n

(n, q∞)

)∏
p|q

Wp(a(n/[q, c
2])wn(−a/c)).

One can check that λj is not multiplicative in general; for example, it can happen
that λj(1) 
= 1, or even that λj(mn)λj(1) 
= λj(m)λj(n) for pairs of coprime
integers m,n. To circumvent this lack of multiplicativity, we work with the root-
mean-square of λj taken over all cusps of a given denominator. For each positive
divisor c of q, define

(50) λ[c](n) =

⎛
⎝ 1

#C[c]
∑

aj∈C[c]
|λj(n)|2

⎞
⎠

1/2

.

An explicit formula in terms of GL(2) Gauss sums for the RHS of (49), and hence
for λj(n), may be derived following the method of Section 2.5. For our purposes,
it suffices (by Cauchy–Schwarz; see Section 3.5) to evaluate the simpler averages
λ[c](n). It turns out that these averages are multiplicative in a certain nonconven-
tional sense:

Definition 3.6. Let us call an arithmetic function f : N → C factorizable if it can
be written as a product f =

∏
p fp over the primes, where the fp : N → C satisfy

(1) fp(n) = fp(np) for all n ∈ N and all p,22 and
(2) fp(1) = 1 for all but finitely many p.

Remark 3.7. Every multiplicative23 function is factorizable (take fp(n) = f(np)),
and every factorizable function f satisfies

(51) f(mn)f(1) = f(m)f(n) whenever (m,n) = 1,

but neither of these implications is reversible. A factorizable function f is multi-
plicative if and only if f(1) = 1. Many nonfactorizable functions f satisfy (51),
but if f(1) 
= 0, then f is factorizable if and only if it satisfies (51), in which case
n �→ f(n)/f(1) is multiplicative.

Lemma 3.8. Let c be a positive divisor of q. The function n �→ λ[c](n) is factor-
izable:

λ[c](n) =
∏
p

λ[c],p(n)

for each n ∈ N, where λ[c],p : N → R≥0 is defined by

(52) λ[c],p(n) =

⎧⎨
⎩
|λ(np)| = |n|−1/2

p |Wp|(a(n)), p � q,

|n|−1/2
p

(∫
u∈Z×

p
|Wp|2

(
a
(

un
[q,c2]

)
wn(1/c)

)
d×u

)1/2

, p | q.

22Recall that np denotes the largest divisor of n that is a power of p.
23Recall that an arithmetic function f is multiplicative if f(mn) = f(m)f(n) whenever

(m,n) = 1.
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Proof. For each aj ∈ C[c], let us write τj = ( aj ∗
c ∗ ). Recall that as aj traverses

C[c], the lower-right entry of τj traverses (Z/(c, q/c))
×, hence so does the upper-left

entry aj . The formula (49) and the definition (50) imply that
(53)

λ[c](n) = n1/2

∣∣∣∣λ
(

n

(n, q∞)

)∣∣∣∣
⎛
⎝ 1

#C[c]
∑

aj∈C[c]

∏
p|q

|Wp|2(a(n/[q, c2])wn(−aj/c))

⎞
⎠

1/2

.

We treat the three factors on the RHS successively; in doing so, we shall repeatedly
invoke the right-a(Z×

p )-invariance of Wp for each prime p. The first factor may be

written n1/2 =
∏

p |n|
−1/2
p . The second is

∣∣∣λ(
n

(n,q∞)

)∣∣∣ = ∏
p�q |Wp|(a(n)). For the

third, note that the average over C[c], or equivalently, over aj ∈ (Z/(c, q/c))×, lifts
to an Eulerian integral over

∏
p|q Z

×
p :

1

#C[c]
∑

aj∈C[c]

∏
p|q

|Wp|2(a(n/[q, c2])wn(−aj/c))

=
∏
p|q

∫
u∈Z×

p

|Wp|2(a(n/[q, c2])wn(−u/c)) d×u.

The identity wn(−u/c) ≡ a(−1/u)wn(1/c) (mod Z(Qp)) and substitution u �→
−1/u allows us to rewrite the above as∏

p|q

∫
u∈Z×

p

|Wp|2(a
(

un

[q, c2]

)
wn(1/c)) d×u.

Collecting the identities obtained for each of the three factors in (53), we deduce

λ[c](n) =
∏

p

⎛
⎝|n|−1/2

p ×

⎧⎨
⎩
|Wp|(a(n)), p � q(∫

u∈Z×
p
|Wp|2(a

(
un

[q,c2]

)
wn(1/c)) d×u

)1/2

, p | q

⎞
⎠ .

This establishes the claimed formula λ[c](n) =
∏

p λ[c],p(n). It is clear from the

definition that λ[c],p(n) = λ[c],p(np) for all p and that λ[c],p(1) = 1 for all p not
dividing q. �

Remark 3.9. It follows from the right-a(Z×
p )-invariance of W that λ[c],p(n) =

λ[cp],p(np).

Lemma 3.10. For each prime p, each c|q, and each n ∈ N, we have λ[c],p(n) =
λ[q/c],p(n).

Proof. Let wq =
[

0 1
−q 0

]
. Then wq acts as the Atkin–Lehner operator on the newvec-

tor Wp, and so Wp(gwq) = ±Wp(g) for all g ∈ GL2(Qp). Since

a

(
y

[q, c2]

)
wn(1/c)wq = z

(q
c

)
n(−u)a

(
−y

[q, (q/c)2]

)
wn(1/(q/c))a(−1)

for each y ∈ Q×
p , the lemma follows from the left-Z(Qp)N(Qp)-equivariance and

right-A(Zp)-invariance of Wp. �

Remark 3.11. When q is a prime power, the classical content of the proof of the
above lemma is that for ad ≡ 1 (q), the operator z �→ −1/(qz) takes a/c to
−a−1/(qc−1) ≡ −d/(qc−1) (mod Z).
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We are now in a position to compute λ[c],p exactly. We do this in Proposi-
tion 3.12. The quantities Rm,p that appear in the statement below are the coeffi-
cients “Rm” that were defined in (40) and later computed exactly24 for all repre-
sentations of PGL2(Qp) with conductor at least p2.

Proposition 3.12. Let c be a positive divisor of q, p a prime divisor of q, and n
a natural number. Write n = upk with (u, p) = 1 and k ≥ 0.

(1) λ[c],p(n) = λ[c],p(p
k).

(2) If p2 does not divide q, then λ[c],p(p
k) = p−k/2.

(3) If p2 divides q and c2p 
= qp, then λ[c],p(p
k) = 1 if k = 0 and vanishes

otherwise.
(4) If p2 divides q and c2p = qp, then

λ[c],p(p
k)2 =

⎧⎨
⎩

(
1+p−1

1−p−1

)
q

1
2
p R−k,p, if k > 0,(

1+p−1

1−p−1

)(
q

1
2
p R0,p − 1

p+1

)
, if k = 0.

By the formulas for R−k,p from Section 2, we immediately deduce:

Corollary 3.13. For each prime p for which p2 divides q, each positive divisor c
of q, and each nonnegative integer k, we have

λ[c],p(p
k) � pk/4

with an absolute implied constant.

Remark 3.14. In general, one cannot hope to improve upon the above inequality in
the range 0 ≤ k ≤ n−N where the integer N is such that pN = Cp, the p-part of
the conductor of f × f . This is clear from the formulas for Rm from Section 2. In
particular, the “Deligne bound” |λj(p

k)| ≤ τ (pk) does not hold in general.

Proof of Proposition 3.12. Part (1) follows immediately from the definition of λ[c],p.
Part (2) follows from standard formulas for the local Whittaker function attached
to a Steinberg representation (see [15, Lemma 2.1]).

We now turn to (3) and (4). To simplify notation, we restrict ourselves henceforth
to the case that q and c are powers of p; the general case then follows by the
observation of Remark 3.9. The proofs of (3) and (4) will each make use of the
following consequence of the support condition on Wp established in Lemma 2.15
and the GL2(Qp)-invariance of the Whittaker inner product: for each v ∈ Z and
x ∈ Qp with |x|2 < q, we have

(54)

∫
u∈Z×

p

|Wp|2 (a(upv/q)wn(x)) d×u = δv :=

{
1, v = 0,

0, v 
= 0.

For part (3), suppose that p2|q and c2 
= q. By the “functional equation”
λ[c],q(p

k) = λ[q/c],p(p
k) of Lemma 3.10, we may assume without loss of general-

ity that c2 (properly) divides q. Then [q, c2] = q, so

λ[c],p(p
k)2

pk
=

∫
u∈Z×

p

|Wp|2
(
a(upk/q)wn(1/c)

)
d×u.

Since |(1/c)|2p = c2 < q, the identity (54) implies λ[c],p(p
k)2 = pkδk = δk, as desired.

24We wrote down exact formulas only for Tm, but similar ones for Rm can be easily worked
out using Table 1.
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It remains to consider part (4), in which c2 = q. By definition (see (40)), R−k,p

is the coefficient of p−ks in Jp(s) (see (30)). By writing the p-adic integral in (30)
as a sum and invoking the right invariance of Wp, we obtain

ζp(1)

ζp(2)
R−k,p =

∫
x∈Qp

∫
y∈Q×

p

|y|/max(1,|x|)2=p−k

|y|−1|Wp|2 (a(y)wn(x)) dx d×y

=
∞∑
t=0

vtp
k−2t

∫
u∈Z×

p

|Wp|2
(
a(pk−2t)wn(up−t)

)
d×u,

where v0 = vol(Zp, dx) = 1 and vt = vol(p−tZ×
p , dx) = pt(1 − p−1) for t ≥ 1; the

measures here are normalized as in Section 2.1. Set q = pn. By the right-a(Zp)
×-

invariance of Wp, the inner integral may be written as

(55)

∫
u∈Z×

p

|Wp|2
(
a(upk−2t+n/q)wn(p−t)

)
d×u.

We consider several cases separately:

• If t < n/2, then |p−t|2p < q and k − 2t + n > 0, so (54) implies that (55)
vanishes.

• If t > n, then the identity wn(x) ≡ n(−x−1)a(x−2)n−(x
−1) (mod Z(Qp)),

where n−(x
−1) =

(
1

x−1 1

)
, shows that

Wp(a(up
k−2t+n/q)wn(p−t)) = Wp(n(−x−1upk+n/q)a(upk+n/q)n−(p

t))

= Wp(a(up
k+n/q)) = δk.

Thus the integral (55) is δk.
• For n/2 ≤ t ≤ n, the definition (52) specializes to

λ[pt],p(p
k)2 = pk

∫
u∈Z×

p

|Wp|2
(
a(upk−2t)wn(p−t)

)
d×u.

This shows that (55) equals p−kλ[pt],p(p
k)2. If the lower inequality is strict,

i.e., if t > n/2, then the proof given above of part (3) of the present propo-
sition shows moreover that λ[pt],p(p

k)2 = δk.
• Combining the previous two cases, we see for t > n/2 that (55) equals δk.

Collecting the above calculations together, we deduce that

ζp(1)

ζp(2)
R−k,p = vn/2p

−nλ[pn/2],p(p
k)2 + δk

∑
t>n/2

vtp
−2t.

Rearranging, recalling that vt = pt

ζp(1)
(for t ≥ 1), and summing some geometric

series, we arrive at

λ[pn/2],p(p
k)2 =

pn

vn/2

ζp(1)

ζp(2)
R−k,p −

pn

vn/2
δk

∑
t>n/2

vtp
−2t

= pn/2
ζp(1)

2

ζp(2)
R−k,p − δkp

n/2
∑

t>n/2

p−t

= pn/2
1 + p−1

1− p−1
R−k,p − δk

p−1

1− p−1
,

which is equivalent to the claimed formula. �
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Remark 3.15. It is instructive to apply Proposition 3.12 when f is associated to an
elliptic curve E/Q of conductor q. In that case, we have k = 2 and λ(n)

√
n ∈ Z.

Since Aut(C) acts transitively on the set of cusps of given denominator, Propo-
sition 3.12 provides a characterization of the cusps at which the differential form
f(z)dz vanishes, complementing some recent work of Brunault [2]. With further
work, one may derive from Proposition 3.12 an exact formula for the ramification
index at a given cusp of the modular parametrization X0(q) → E. The resulting
formula turns out to depend only on the reduction modulo certain powers of 2 and
3 of the coefficients of the minimal Weierstrass equation for E.

Remark 3.16. One may extend λ[c],p to a function on Q×
p via the formula in its

original definition (50) and then extend λ[c] : N → R≥0 to a function λ[c] : Q̂
× →

R≥0 via (yp)p �→
∏

λ[c],p(yp). Then by directly evaluating Jp(s) in the Iwasawa
decomposition, one obtains

Jf (s) =
∏
p|q

Jp(s) =
1

[Γ : Γ′]

∫
y∈

∏
p|q Q×

p

|y|sA
∑
c|q

[q/c2, 1]sϕ((q/c, c))λ[c](y)
2 d×y.

Suppose now that q = p2m is a prime power with even exponent. Then the support
condition (by Proposition 3.12) that λ[c],p(p

k) = 0 unless k = 0 or c = pm implies

Jf (s) =
p2m(s−1)

1 + 1/p

∑
0≤t≤m−1

ϕ(pt)

p2ts
+

p−m−1

1 + 1/p
+ p−m 1− 1/p

1 + 1/p

∑
k≥0

λ[pm],p(p
k)2

pks
.

Thus the “local Lindelöf bound” in the form Jf (s) � mp−m (Re(s) = 1/2) is

“equivalent” to the estimate
∑

k≥0 λ[pm],p(p
k)2/pk/2 � m for the sum of the mean

squares of the Fourier coefficients of f at the cusps of Γ0(p
2m) with denominator

pm. When the representation π of PGL2(Qp) generated by f is supercuspidal, we
note that the identity (22) implies the cute formula∑

C(μ)2=C(π) (C(πμ)/C(π))s−1∑
C(μ)2=C(π) 1

=
∑
k≥0

λ[pm],p(p
k)2

pks

for the “moments” of {μ : C(μ)2 = C(π)} � μ �→ C(πμ) (see Section 1.8 for
notation).

3.5. Proof of Theorem 1.2, modulo technicalities. In this section we follow
Holowinsky [17] in bounding Df (φ) in terms of shifted convolution sums, to which
we apply an extension (Proposition 3.17) of a refinement [33, Thm. 3.10] of his
bounds for such sums [17, Thm. 2]. By combining with the bounds obtained in
Section 3.3 and Section 3.4, we deduce Theorem 1.2.

Let Y ≥ 1 be a parameter (to be chosen later), and let h ∈ C∞
c (R×

+) be an every-

where nonnegative test function with Mellin transform h∧(s) =
∫ ∞
0

h(y)y−s−1dy
such that h∧(1) = μ(1). The proof of [33, Lem. 3.4] shows without modification
that
(56)

Y μf (φ) =
∑
aj∈C

∫ ∞

yj=0

h(Y wjyj)

∫ 1

xj=0

φ(wjzj)|f |2(z)yk
dxj dyj

y2j
+Oφ(Y

1/2μf (1)).
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Let

Iφ(l, n, x) = (mn)−1/2

∫ ∞

y=0

h(xy)κφ(ly)κf (my)κf (ny)
dy

y2
, m := n+ l,

where κφ and κf are as in Section 3.1. Write wc := [q/c2, 1] for all c|q. By inserting
Fourier expansions and applying some trivial bounds as in [33, Lem. 3.8], we obtain

Df (φ) =
1

Y μf (1)

∑
l∈Z�=0

|l|<Y 1+ε

λφ(l)√
|l|

∑
j

⎛
⎜⎜⎝ ∑

n∈N
m:=n+wjl∈N

λj(m)λj(n)Iφ(wjl, n, Y wj)

⎞
⎟⎟⎠

+Oφ,ε(Y
−1/2),

=
1

Y μf (1)

∑
l∈Z�=0

|l|<Y 1+ε

λφ(l)√
|l|

∑
c|q

Iφ(wcl, n, Y wc)
∑
n∈N

m:=n+wcl∈N

⎛
⎝ ∑

aj∈C[c]
λj(m)λj(n)

⎞
⎠

+Oφ,ε(Y
−1/2).

(57)

By Cauchy–Schwarz, we deduce that

|Df (φ)| ≤
1

Y μf (1)

∑
l∈Z�=0

|l|<Y 1+ε

|λφ(l)|√
|l|

∑
c|q

#C[c] |Iφ(wcl, n, Y wc)|
∑
n∈N

m:=n+wcl∈N

λ[c](m)λ[c](n)

+Oφ,ε(Y
−1/2).

(58)

The weight Iφ(wcl, n, Y wc) essentially restricts the sum to max(m,n) � Y kwc:
indeed, [33, Lemma 3.12] asserts (in slightly different notation) that

Iφ(l, n, x) �A
Γ(k − 1)

(4π)k−1
·max

(
1,

max(m,n)

xk

)−A

for every A > 0.
In Section 3.7, we prove the following:

Proposition 3.17. For l ∈ Z 
=0, x ∈ R≥1, ε ∈ (0, 1), and each positive divisor c
of q, we have

∑
n∈N

m:=n+l∈N
max(m,n)≤x

|λ[c](m)λ[c](n)| �ε q
ε

 log log(e

eq)O(1)
x
∏

p≤x(1 + 2|λf (p)|/p)
log(ex)2−ε

.

Inserting this bound into (58), summing dyadically (or by parts) as in [33, Proof
of Cor. 3.14], applying the Rankin–Selberg bound for λφ(l) as in [33, Lem. 3.17],
invoking the Rankin–Selberg formula

μf (1) 
 qk
Γ(k − 1)

(4π)k−1
L(adf, 1)
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for μf (1), and pulling it all together as in [33, Section 3.3], we obtain

(59)

Df (φ) �φ,ε Y
−1/2+

Y 1/2+ε log(qk)εqε

q

×
∑
c|q

[q/c2, 1] ϕ((c, q/c))

log([q/c2, 1]kY )2−ε

∏
p≤[q/c2,1]kY

(
1 +

2 |λf (p)|
p

)
.

To control the sum over c in (59), we apply the following lemma, whose (technical)
proof we defer to Section 3.7:

Lemma 3.18. Let x ≥ 2, ε ∈ (0, 1), and q ∈ N. Then

∑
c|q

[q/c2, 1] ϕ((c, q/c))

log([q/c2, 1]x)2−ε
� q log log(eeq)O(1)

log(qx)2−ε

with absolute implied constants.

Applying this lemma to (59) gives

(60) Df (φ) �φ,ε Y
−1/2 +

Y 1/2+εqε

log(qk)2−ε

∏
p≤qkY

(
1 +

2 |λf (p)|
p

)
.

The partial product over qk < p ≤ qkY contributes negligibly, so choosing Y
suitably as in [17] yields

(61) Df (φ) �φ,ε log(qk)
εqε
Mf (qk)

1/2,

where

Mf (x) =

∏
p≤x(1 + 2|λf (p)|/p)
log(ex)2L(adf, 1)

.

Feeding (45) and (61) into the recipe of [33, Section 5] gives the following result.

Theorem 3.19. Fix a Maass cusp form or incomplete Eisenstein series φ on Y0(1).
Then for a holomorphic newform f of weight k ∈ 2N on Γ0(q), q ∈ N, we have

Df (φ) �φ,ε log(qk)
ε min

{
(q/

√
C)−1+2θ+ε

log(kC)δL(adf, 1)
, qε
 log(qk)

1/12L(adf, 1)1/4

}
.

Here ε > 0 is arbitrary, adf is the adjoint lift of f , C is the (finite) conductor of
adf , θ ∈ [0, 7/64] is a bound towards the Ramanujan conjecture for φ at primes
dividing q (take θ = 0 if φ is incomplete Eisenstein), and δ = 1/2 or 1 according
as φ is cuspidal or incomplete Eisenstein.

When q is squarefree, one has q/
√
C = 1, and Theorem 3.19 recovers a statement

appearing on the final page of [33] from which the main result of that paper, the
squarefree case of Theorem 1.1, is deduced in a straightforward manner. In general,
Proposition 2.5 implies that C is a square integer satisfying C ≤ qq0, where q0 is the
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largest squarefree divisor of q. From this, one deduces Theorem 1.2 by considering
separately the cases that L(adf, 1) is large and small, as in [18, Section 3].

3.6. Proof that Theorem 1.2 implies Theorem 1.1. We explain briefly how
Theorem 1.1 follows from Theorem 1.2. It’s known that the class Cc(Y0(1)) of com-
pactly supported continuous functions on Y0(1) is contained in the uniform span
of the Maass eigencuspforms and incomplete Eisenstein series (see [22]). Fix a
bounded continuous function φ on Y0(1). Let ε > 0 be arbitrary. Choose T = T (ε)
large enough that the ball BT := {z ∈ H : −1/2 ≤ Re(z) ≤ 1/2, Im(z) > T} has
normalized volume μ(BT )/μ(1) < ε. Write φ = φ1 + φ2, where φ1 ∈ Cc(Y0(1)) and
φ2 is supported on BT . Because φ1 can be uniformly approximated by Maass eigen-
cuspforms and incomplete Eisenstein series and because the collection of mapsDf (·)
is equicontinuous for the uniform topology, Theorem 1.2 implies that |Df (φ1)| < ε
eventually.25 Choose a smooth [0, 1]-valued function h supported on the comple-
ment of BT in Y0(1) that satisfies μ(h)/μ(1) > 1−2ε. Theorem 1.2 implies that the
positive real number μf (h)/μf (1) eventually exceeds 1−3ε. By the nonnegativity of
μf , we deduce that μf (BT )/μf (1) < 3ε eventually. Let R be the supremum of |φ|.
Then |μf (φ2)/μf (1)| ≤ Rμf (BT )/μf (1) ≤ 3Rε eventually and |μ(φ2)/μ(1)| ≤ Rε,
so that |Df (φ2)| ≤ 4Rε eventually. Thus |Df (φ)| < (1 + 4R)ε eventually. Letting
ε → 0, we obtain Theorem 1.1.

3.7. Technical arguments.

Proof of Proposition 3.17. The proof extends that of [33, Theorem 3.10], which in
turn refines [17, Theorem 2].

We may assume 1 ≤ l ≤ x. Fix α ∈ (0, 1/2) and set y = xα, s = α log log(x),
z = x1/s. If x �α 1, then 10 ≤ z ≤ y ≤ x, as we henceforth assume. Define finite
sets of primes

P = {p ≤ z, p � q}, P ′ = {p ≤ z} ∪ {p | q}.

For each set S of primes, define the S-part of a positive integer n, denoted nS, to
be its greatest positive divisor composed entirely of primes in S. We henceforth use
the symbol m to denote n+ l. By the Cauchy–Schwarz inequality, we may bound
the contribution to the main sum coming from those terms for which the P ′-part
of m or of n is > y by

∑
max(m,n)≤x

max(mP′ ,nP′ )>y

λ[c](m)λ[c](n) ≤ 2x

⎛
⎝∑

m≤x

∣∣λ[c](m)
∣∣2

m

⎞
⎠

1/2
⎛
⎜⎜⎝ ∑

n≤x
nP′>y

∣∣λ[c](n)
∣∣2

n

⎞
⎟⎟⎠

1/2

.

By Proposition 3.12 and Corollary 3.13, we have⎛
⎝∑

m≤x

∣∣λ[c](m)
∣∣2

m

⎞
⎠ ≤

⎛
⎝∏

p|q

∞∑
k=0

λ[c],p(p
k)2

pk

⎞
⎠ ∑

m≤x

|λ(m)|2

m
� qε
 log(x)

3

25Here and in what follows, “eventually” means “provided that qk is large enough”.
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and ⎛
⎜⎜⎝ ∑

n≤x
nP′>y

∣∣λ[c](n)
∣∣2

n

⎞
⎟⎟⎠ ≤

⎛
⎝∏

p|q

∞∑
k=0

λ[c],p(p
k)2

pk

⎞
⎠ sup

d|q∞

∑
n≤x/d
nP>y/d

|λ(n)|2

n

� qε
 sup
d|q∞

∑
n≤x/d
nP>y/d

|λ(n)|2

n
.

(62)

To bound the RHS of (62), we consider the ranges d > y1/2 and d ≤ y1/2 separately.

If d > y1/2, then
∑

n≤x/d
nP>y/d

|λ(n)|2
n � x1−α/4 thanks to, say, the Deligne bound

|λ(n)| ≤ τ (n). If d ≤ y1/2, we apply Cauchy–Schwarz, the Deligne bound, and
the estimate

∑
n≤x

nP>y1/2

1 �A,α
x

log(x)A for every A > 0 which follows from a

theorem of Krause [29] (see the discussion in [34, Proof of Lem. 6.3]) to deduce that∑
n≤x/d
nP>y/d

|λ(n)|2
n � x

log(x)A
(for a different value of A). Combining these estimates,

we obtain∑
max(m,n)≤x

λ[c](m)λ[c](n) ≤
∑

max(m,n)≤x
max(mP′ ,nP′ )≤y

λ[c](m)λ[c](n) +O

(
qε
x

log(x)A

)
.

To treat the remaining sum, we follow [17] in partitioning it according to the values
mP′ and nP′ . Specifically, for a, b, d ∈ N with (a, b) = 1 and d|l, let Nabd denote the
set of all n ∈ N for which ad = mP′ and bd = nP′ . Then N =

⊔
Nabd. For n ∈ Nabd,

we have λ[c](m)λ[c](n) =
(∏

p∈P′ λ[c],p(ad)
)(∏

p∈P′ λ[c],p(bd)
)
λ(m/ad)λ(n/bd) be-

cause each prime divisor of q is contained in P ′. Recall the notation Ω(n) =∑
pα||n α for the number of prime factors of n counted with multiplicity. Since

|λ(n)| ≤ τ (n) for all n ∈ N,

τ
(m

ad

)
=

∏
pα|| m

ad

(α+ 1) ≤ 2Ω(m/ad) and Ω(m/ad) ≤
log

(
m
ad

)
log(z)

≤ s,

we have |λ(m/ad)| ≤ 2s. Similarly, |λ(n/bd)| ≤ 2s. Thus∑
max(m,n)≤x

max(mP′ ,nP′ )≤y

|λ[c](m)λ[c](n)|

≤ 4s
∑
d|�

∑
a∈N

∑
b∈N

(a,b)=1
max(ad,bd)≤y
p|abd =⇒ p∈P′

∏
p∈P′

λ[c],p(ad)
∏
p∈P′

λ[c],p(bd) ·#(Nabd ∩R)(63)

with R := [1, x] ∩ [1, x − �]. The factor 4s is negligible if α is chosen sufficiently
small, precisely 4s �ε log(x)ε for α �ε 1. Set r = abd−1l. As in [33] and [17], the
large sieve implies

#(Nabd ∩R) � x/abd+ z2∑
t≤z h(t)

,
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where h(t) is supported on squarefree integers t, multiplicative, and given by

h(p) =

{
1, p | r,
2, otherwise

on the primes. Note that for all p ≤ z, we have

h(p) =

{
1, p | r and p ≤ z,

2, otherwise
=

{
1, p | rP ,
2, otherwise.

It is standard [14, pp. 55–59] that

∑
t≤z

h(t) � ϕ(rP)

rP
log(z)2.

Since x+ abdz2 � x, log(z) � log(x)/ log log(x) � log(x)1−ε, and

ϕ(rP)

rP
� log log(x)−1 log log(eeq)−1,

we obtain

#(Nabd ∩R) � log log(eeq)
1

abd

x

log(x)2−ε
.

To complete the proof of the proposition, it now suffices to show that

∑
d|�

∑
a∈N

∑
b∈N

(a,b)=1
max(ad,bd)≤y
p|abd =⇒ p∈P′

∏
p∈P′ λ[c],p(ad)

∏
p∈P′ λ[c],p(bd)

abd

� qε
 log(x)
ε
∏
p≤x

(
1 +

2|λf (p)|
p

)
.

(64)

Note first that

∑
a∈N

∑
b∈N

(a,b)=1
max(ad,bd)≤y
p|abd =⇒ p∈P′

∏
p∈P′ λ[c],p(ad)

∏
p∈P′ λ[c],p(bd)

ab

≤

⎛
⎜⎜⎝∏

p≤z
p�q

∑
k≥0

λ(pk+vp(d))

pk

⎞
⎟⎟⎠

2 ⎛
⎝∏

p|q

∑
k≥0

λ[c],p(p
k+vp(d))

pk

⎞
⎠

2

.

If p � q, then the arguments of [33, Proof of Thm. 3.10] show that
∑

k≥0
λ(pk+v)

pk ≤
3v + 3 if v ≥ 1 and

∑
k≥0

λ(pk)
pk ≤

(
1 + λ(p)

p

)(
1 + 20

p2

)
. If p|q but c2p 
= qp, we

have uniformly
∑

k≥0
λ[c],p(p

k+v)

pk ≤ 1
1−p−3/2 . Finally, if p2|q and c2p = qp, then

Corollary 3.13 shows that
∑

k≥0
λ[c],p(p

k+v)

pk � p
v
4 where the implied constant is
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absolute. Putting all this together and arguing exactly as in [33, Proof of Thm.
3.10], we see that the LHS of (64) is bounded by an absolute constant multiple of

log(x)ε
∏
p≤x

(
1 +

2|λf (p)|
p

) ∏
p|q�

O(1).

Since
∏

p|q� O(1) � qε
, this completes the proof. �

Proof of Lemma 3.18. This lemma generalizes the bound

(65)
∑
d|q

d

log(dx)2−ε
� q log log(eeq)

log(qx)2−ε

proved in [33, Lem. 3.5], which holds for all squarefree q and all x ≥ 2, ε ∈ (0, 1),
with an absolute implied constant. The proof of (65) applies a convexity argument
to reduce to the case that q is the product of the first r primes, partitions the sum
according to the number of divisors of d, and then invokes a weak form of the prime
number theorem. Our strategy here is to reduce the general case to that in which
q is squarefree and then apply the known bound (65).

First, note that∑
c|q

[q/c2, 1] ϕ((c, q/c))

log([q/c2, 1]x)2−ε
=

∑
d|q

ϕ((d, q/d))
[d2/q, 1]

log([d2/q, 1]k)2−ε
.

Since
ϕ((d, q/d))[d2/q, 1] ≤ (d, q/d)[d2/q, 1] = d,

we see that it suffices to show that∑
d|q

d

log([d2/q, 1]k)2−ε
� q log log(eeq)O(1)

log(qk)2−ε
.

From here on, the argument is unfortunately a bit technical. Let q1 < · · · < qr
be the distinct prime factors of q. Define maps Bi : {d ∈ N : d | q} → {0, 1} by

Bi(d) =

{
0, (d, q∞i ) | q
,
1, otherwise.

Thus Bi(d) = 1 or 0 according to whether the valuation of d at qi does or does not
exceed half that of q. Let B =

∏
Bi : {d ∈ N : d | q} → {0, 1}r be the product map

that sends d to the r-tuple (B1(d), . . . , Br(d)). For each positive divisor d =
∏

qαi
i

of q and each η = (η1, . . . , ηr) ∈ {0, 1}r, write dη =
∏

qηiαi

i . Our reason for
introducing this notation is that for all d ∈ B−1(η), we have [d2/q, 1] = (d2/q)η
and we may write d = q
(q/q
)η

∏
q−δi
i where δi ≥ 0 for all i. Thus

(66)
d

log(k[d2/q, 1])2−ε
= q


(q/q
)η
log(k(q/q
)η)2−ε

log(k(q/q
)η)
2−ε

log(k(d2/q)η)2−ε

∏
q−δi
i .

Let us now write q =
∏

qβi

i and q
 =
∏

qγi

i ; the definition of q
 implies γi = �βi/2�.
Then

log(k(q/q
)η)

log(k(d2/q)η)
=

log(k) +
∑

ηi(βi − γi) log(qi)

log(k) +
∑

ηi(βi − 2δi) log(qi)

≤ max
i:ηi=1

βi

βi − 2δi
≤

∏
i:ηi=1

1

1− 2δi/βi
.
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(In the above, define an empty maximum or an empty product to be 1.) By
comparing the sum to an integral, one shows easily that

∑
0≤δi<βi/2

q−δi
i

(1− 2δi/βi)
2−ε ≤ 1 +

9 +O(1/ log qi)

qi
≤ 1 + O(1/qi) ≤ (1 + 1/qi)

O(1)

with absolute implied constants. Since
∏

i(1+1/qi) � log log(eeq), we deduce from
(66) that

∑
d∈B−1(η)

d

log([d2/q, 1])2−ε
� q


(q/q
)η
log(k(q/q
)η)2−ε

log log(eeq)O(1).

To complete the proof of the lemma, it suffices now to establish that

(67)
∑

η∈{0,1}r

(q/q
)η
log(k(q/q
)η)2−ε

� q/q

log(k(q/q
))2−ε

log log(eeq).

As in [33, Proof of Lem. 3.5], define β(x) = x/ log(eexk)2−ε. Then β(x) 

x/ log(xk)2−ε for all x ∈ R≥1, so the desired bound (67) is equivalent to

∑
η∈{0,1}r

β((q/q
)η)

β(q/q
)
� log log(eeq).

Since β is increasing on R≥1 and the map R≥0 � x �→ log β(ex) is convex, we have
(compare with [33, Proof of Lem. 3.5])

β((q/q
)η)

β(q/q
)
=

β(q
η1(β1−γ1)
1 · · · qηr(βr−γr)

r )

β(qβ1−γ1

1 · · · qβr−γr
r )

≤ β(qη1

1 q
η2(β2−γ2)
2 · · · qηr(βr−γr)

r )

β(q1q
β2−γ2

2 · · · qβr−γr
r )

≤ β(qη1

1 qη2

2 q
η3(β3−γ3)
3 · · · qηr(βr−γr)

r )

β(q1q2q
β3−γ3

3 · · · qβr−γr
r )

≤ · · · ≤ β(qη1

1 · · · qηr
r )

β(q1 · · · qr)
=

β(
∏

qηi

i )

β(
∏

qi)
.

But
∏

qηi

i is squarefree, so (65) implies

∑
η∈{0,1}r

β(
∏

qηi

i )

β(
∏

qi)
=

∑
d|

∏
qi

β(d)

β(
∏

qi)
� log log(ee

∏
qi) � log log(eeq),

as desired. �
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Kanô Memorial Lectures, No. 1. MR0314766 (47 #3318)

[44] Kannan Soundararajan, Weak subconvexity for central values of L-functions, Ann. of Math.
(2) 172 (2010), no. 2, 1469–1498. MR2680497 (2011i:11077)

[45] K. Soundararajan and Matthew P. Young, The prime geodesic theorem, J. Reine Angew.
Math. 676 (2013), 105–120. MR3028757

[46] Thomas Crawford Watson, Rankin triple products and quantum chaos, ProQuest LLC, Ann
Arbor, MI, 2002. Thesis (Ph.D.)–Princeton University. MR2703041

http://www.ams.org/mathscinet-getitem?mr=1826269
http://www.ams.org/mathscinet-getitem?mr=1826269
http://www.ams.org/mathscinet-getitem?mr=0562503
http://www.ams.org/mathscinet-getitem?mr=0562503
http://www.ams.org/mathscinet-getitem?mr=0401654
http://www.ams.org/mathscinet-getitem?mr=0401654
http://www.ams.org/mathscinet-getitem?mr=1937203
http://www.ams.org/mathscinet-getitem?mr=1937203
http://www.ams.org/mathscinet-getitem?mr=1915038
http://www.ams.org/mathscinet-getitem?mr=1915038
http://www.ams.org/mathscinet-getitem?mr=1078363
http://www.ams.org/mathscinet-getitem?mr=1078363
http://www.ams.org/mathscinet-getitem?mr=1990480
http://www.ams.org/mathscinet-getitem?mr=1990480
http://www.ams.org/mathscinet-getitem?mr=2653249
http://www.ams.org/mathscinet-getitem?mr=2653249
http://www.ams.org/mathscinet-getitem?mr=2852367
http://www.ams.org/mathscinet-getitem?mr=2886501
http://www.ams.org/mathscinet-getitem?mr=911357
http://www.ams.org/mathscinet-getitem?mr=911357
http://www.ams.org/mathscinet-getitem?mr=1703765
http://www.ams.org/mathscinet-getitem?mr=1703765
http://www.ams.org/mathscinet-getitem?mr=1266075
http://www.ams.org/mathscinet-getitem?mr=1266075
http://www.ams.org/mathscinet-getitem?mr=1321639
http://www.ams.org/mathscinet-getitem?mr=1321639
http://www.math.princeton.edu/sarnak/SarnakQUE.pdf
http://www.math.princeton.edu/sarnak/SarnakQUE.pdf
http://www.ams.org/mathscinet-getitem?mr=1913897
http://www.ams.org/mathscinet-getitem?mr=1913897
http://www.ams.org/mathscinet-getitem?mr=0344216
http://www.ams.org/mathscinet-getitem?mr=0344216
http://www.ams.org/mathscinet-getitem?mr=0447121
http://www.ams.org/mathscinet-getitem?mr=0447121
http://www.ams.org/mathscinet-getitem?mr=0314766
http://www.ams.org/mathscinet-getitem?mr=0314766
http://www.ams.org/mathscinet-getitem?mr=2680497
http://www.ams.org/mathscinet-getitem?mr=2680497
http://www.ams.org/mathscinet-getitem?mr=3028757
http://www.ams.org/mathscinet-getitem?mr=2703041


This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.

RANKIN–SELBERG INTEGRALS AND QUANTUM UNIQUE ERGODICITY 191
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