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These are lecture notes that have evolved over time. Center stage is
given to the Spectral Theorem for (bounded, in this first part) normal
operators on Hilbert spaces; this is approached through the Gelfand
representation of commutative C∗-algebras. Banach space topics are
ruthlessly reduced to the mere basics (some would argue, less than
that); topological vector spaces aren’t mentioned at all.
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1. Metric and topological spaces

A metric space is a set on which we can measure distances. More
precisely, we proceed as follows: let X 6= ∅ be a set, and let d : X×X →
[0,∞) be a map.

Definition 1.1. (X, d) is called a metric space if d has the following
properties, for arbitrary x, y, z ∈ X:

(1) d(x, y) = 0 ⇐⇒ x = y
(2) d(x, y) = d(y, x)
(3) d(x, y) ≤ d(x, z) + d(z, y)

Property 3 is called the triangle inequality. It says that a detour via
z will not give a shortcut when going from x to y.

The notion of a metric space is very flexible and general, and there
are many different examples. We now compile a preliminary list of
metric spaces.

Example 1.1. If X 6= ∅ is an arbitrary set, then

d(x, y) =

{
0 x = y

1 x 6= y

defines a metric on X.

Exercise 1.1. Check this.

This example does not look particularly interesting, but it does sat-
isfy the requirements from Definition 1.1.

Example 1.2. X = C with the metric d(x, y) = |x−y| is a metric space.
X can also be an arbitrary non-empty subset of C, for example X = R.

In fact, this works in complete generality: If (X, d) is a metric space
and Y ⊂ X, then Y with the same metric is a metric space also.

Example 1.3. Let X = Cn or X = Rn. For each p ≥ 1,

dp(x, y) =

(
n∑
j=1

|xj − yj|p
)1/p

defines a metric on X. Properties 1, 2 are clear from the definition, but
if p > 1, then the verification of the triangle inequality is not completely
straightforward here. We leave the matter at that for the time being,
but will return to this example later.

An additional metric on X is given by

d∞(x, y) = max
j=1,...,n

|xj − yj|
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Exercise 1.2. (a) Show that (X, d∞) is a metric space.
(b) Show that limp→∞ dp(x, y) = d∞(x, y) for fixed x, y ∈ X.

Example 1.4. Similar metrics can be introduced on function spaces.
For example, we can take

X = C[a, b] = {f : [a, b]→ C : f continuous }
and define, for 1 ≤ p <∞,

dp(f, g) =

(∫ b

a

|f(x)− g(x)|p dx
)1/p

and
d∞(f, g) = max

a≤x≤b
|f(x)− g(x)|.

Again, the proof of the triangle inequality requires some care if 1 <
p <∞. We will discuss this later.

Exercise 1.3. Prove that (X, d∞) is a metric space.

Actually, we will see later that it is often advantageous to use the
spaces

Xp = Lp(a, b) = {f : [a, b]→ C : f measurable,

∫ b

a

|f(x)|p dx <∞}

instead of X if we want to work with these metrics. We will discuss
these issues in much greater detail in Section 2.

On a metric space, we can define convergence in a natural way. We
just interpret “d(x, y) small” as “x close to y”, and we are then natu-
rally led to make the following definition.

Definition 1.2. Let (X, d) be a metric space, and xn, x ∈ X. We say
that xn converges to x (in symbols: xn → x or limxn = x, as usual) if
d(xn, x)→ 0.

Similarly, we call xn a Cauchy sequence if for every ε > 0, there
exists an N = N(ε) ∈ N so that d(xm, xn) < ε for all m,n ≥ N .

We can make some quick remarks on this. First of all, if a sequence
xn is convergent, then the limit is unique because if xn → x and xn → y,
then, by the triangle inequality,

d(x, y) ≤ d(x, xn) + d(xn, y)→ 0,

so d(x, y) = 0 and thus x = y. Furthermore, a convergent sequence is
a Cauchy sequence: If xn → x and ε > 0 is given, then we can find an
N ∈ N so that d(xn, x) < ε/2 if n ≥ N . But then we also have that

d(xm, xn) ≤ d(xn, x) + d(x, xm) <
ε

2
+
ε

2
= ε (m,n ≥ N),
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so xn is a Cauchy sequence, as claimed.
The converse is wrong in general metric spaces. Consider for example

X = Q with the metric d(x, y) = |x − y| from Example 1.2. Pick a
sequence xn ∈ Q that converges in R (that is, in the traditional sense)
to an irrational limit (

√
2, say). Then xn is a Cauchy sequence in (X, d)

because it is convergent in the bigger space (R, d), so, as just observed,
xn must be a Cauchy sequence in (R, d). But then xn is also a Cauchy
sequence in (Q, d) because this is actually the exact same condition
(only the distances d(xm, xn) matter, we don’t need to know how big
the total space is). However, xn can not converge in (Q, d) because
then it would have to converge to the same limit in the bigger space
(R, d), but by construction, in this space, it converges to a limit that
was not in Q.

Please make sure you understand exactly how this example works.
There’s nothing mysterious about this divergent Cauchy sequence. The
sequence really wants to converge, but, unfortunately, the putative
limit fails to lie in the space.

Spaces where Cauchy sequences do always converge are so important
that they deserve a special name.

Definition 1.3. Let X be a metric space. X is called complete if every
Cauchy sequence converges.

The mechanism from the previous example is in fact the only possible
reason why spaces can fail to be complete. Moreover, it is always
possible to complete a given metric space by including the would-be
limits of Cauchy sequences. The bigger space obtained in this way is
called the completion of X.

We will have no need to apply this construction, so I don’t want
to discuss the (somewhat technical) details here. In most cases, the
completion is what you think it should be; for example, the completion
of (Q, d) is (R, d).

Exercise 1.4. Show that (C[−1, 1], d1) is not complete.
Suggestion: Consider the sequence

fn(x) =


−1 −1 ≤ x < −1/n

nx −1/n ≤ x ≤ 1/n

1 1/n < x ≤ 1

.

A more general concept is that of a topological space. By definition,
a topological space X is a non-empty set together with a collection
T of distinguished subsets of X (called open sets) with the following
properties:
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(1) ∅, X ∈ T
(2) If Uα ∈ T , then also

⋃
Uα ∈ T .

(3) If U1, . . . , UN ∈ T , then U1 ∩ . . . ∩ UN ∈ T .

This structure allows us to introduce some notion of closeness also, but
things are fuzzier than on a metric space. We can zoom in on points,
but there is no notion of one point being closer to a given point than
another point.

We call V ⊂ X a neighborhood of x ∈ X if x ∈ V and V ∈ T .
(Warning: This is sometimes called an open neighborhood, and it is
also possible to define a more general notion of not necessarily open
neighborhoods. We will always work with open neighborhoods here.)
We can then say that xn converges to x if for every neighborhood V
of x, there exists an N ∈ N so that xn ∈ V for all n ≥ N . However,
on general topological spaces, sequences are not particularly useful;
for example, if T = {∅, X}, then (obviously, by just unwrapping the
definitions) every sequence converges to every limit.

Here are some additional basic notions for topological spaces. Please
make sure you’re thoroughly familiar with these (the good news is that
we won’t need much beyond these definitions).

Definition 1.4. Let X be a topological space.
(a) A ⊂ X is called closed if Ac is open.
(b) For an arbitrary subset B ⊂ X, the closure of B ⊂ X is defined as

B =
⋂

A⊃B;A closed

A;

this is the smallest closed set that contains B (in particular, there
always is such a set).
(c) The interior of B ⊂ X is the biggest open subset of B (such a set
exists). Equivalently, the complement of the interior is the closure of
the complement.
(d) K ⊂ X is called compact if every open cover of K contains a finite
subcover.
(e) B ⊂ T is called a neighborhood base of X if for every neighborhood
V of some x ∈ X, there exists a B ∈ B with x ∈ B ⊂ V .
(f) Let Y ⊂ X be an arbitrary, non-empty subset of X. Then Y
becomes a topogical space with the induced (or relative) topology

TY = {U ∩ Y : U ∈ T }.

(g) Let f : X → Y be a map between topological spaces. Then f is
called continuous at x ∈ X if for every neighborhood W of f(x) there
exists a neighborhood V of x so that f(V ) ⊂ W . f is called continuous



6 CHRISTIAN REMLING

if it is continuous at every point.
(h) A topological space X is called a Hausdorff space if for every pair
of points x, y ∈ X, x 6= y, there exist disjoint neighborhoods Vx, Vy of
x and y, respectively.

Continuity on the whole space could have been (and usually is) de-
fined differently:

Proposition 1.5. f is continuous (at every point x ∈ X) if and only
if f−1(V ) is open (in X) whenever V is open (in Y ).

Exercise 1.5. Do some reading in your favorite (point set) topology
book to brush up your topology. (Folland, Real Analysis, Ch. 4 is also
a good place to do this.)

Exercise 1.6. Prove Proposition 1.5.

Metric spaces can be equipped with a natural topology. More pre-
cisely, this topology is natural because it gives the same notion of con-
vergence of sequences. To do this, we introduce balls

Br(x) = {y ∈ X : d(y, x) < r},
and use these as a neighborhood base for the topology we’re after. So,
by definition, U ∈ T if for every x ∈ U , there exists an ε > 0 so
that Bε(x) ⊂ U . Notice also that on R or C with the absolute value
metric (see Example 1.2), this gives just the usual topology; in fact,
the general definition mimics this procedure.

Theorem 1.6. Let X be a metric space, and let T be as above. Then
T is a topology on X, and (X, T ) is a Hausdorff space. Moreover,
Br(x) is open and

xn
d−→ x ⇐⇒ xn

T−→ x.

Proof. Let’s first check that T is a topology on X. Clearly, ∅, X ∈ T .
If Uα ∈ T and x ∈

⋃
Uα, then x ∈ Uα0 for some index α0, and since

Uα0 is open, there exists a ball Br(x) ⊂ Uα0 , but then Br(x) is also
contained in

⋃
Uα.

Similarly, if U1, . . . , UN are open sets and x ∈
⋂
Uj, then x ∈ Uj for

all j, so we can find N balls Brj(x) ⊂ Uj. It follows that Br(x) ⊂
⋂
Uj,

with r := min rj.
Next, we prove that Br(x) ∈ T for arbitrary r > 0, x ∈ X. Let

y ∈ Br(x). We want to find a ball about y that is contained in the
original ball. Since y ∈ Br(x), we have that ε := r − d(x, y) > 0, and
I now claim that Bε(y) ⊂ Br(x). Indeed, if z ∈ Bε(y), then, by the
triangle inequality,

d(z, x) ≤ d(z, y) + d(y, x) < ε+ d(y, x) = r,
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so z ∈ Br(x), as desired.
The Hausdorff property also follows from this, because if x 6= y,

then r := d(x, y) > 0, and Br/2(x), Br/2(y) are disjoint neighborhoods
of x, y.

Exercise 1.7. It seems intuitively obvious that Br/2(x), Br/2(y) are
disjoint. Please prove it formally.

Finally, we discuss convergent sequences. If xn
d−→ x and V is a

neighborhood of x, then, by the way T was defined, there exists ε > 0
so that Bε(x) ⊂ V . We can find N ∈ N so that d(xn, x) < ε for n ≥ N ,
or, equivalently, xn ∈ Bε(x) for n ≥ N . So xn ∈ V for large enough n.

This verifies that xn
T−→ x.

Conversely, if this is assumed, it is clear that we must also have that

xn
d−→ x because we can take V = Bε(x) as our neighborhood of x and

we know that xn ∈ V for all large n. �

In metrizable topological spaces (that is, topological spaces where the
topology comes from a metric, in this way) we can always work with
sequences. This is a big advantage over general topological spaces.

Theorem 1.7. Let (X, d) be a metric space, and introduce a topology
T on X as above. Then:
(a) A ⊂ X is closed ⇐⇒ If xn ∈ A, x ∈ X, xn → x, then x ∈ A.
(b) Let B ⊂ X. Then

B = {x ∈ X : There exists a sequence xn ∈ B, xn → x}.
(c) K ⊂ X is compact precisely if every sequence xn ∈ K has a subse-
quence that is convergent in K.

These statements are false in general topological spaces (where the
topology does not come from a metric).

Proof. We will only prove part (a) here. If A is closed and x /∈ A, then,
since Ac is open, there exists a ball Br(x) that does not intersect A.
This means that if xn ∈ A, xn → x, then we also must have that x ∈ A.

Conversely, if the condition on sequences from A holds and x /∈ A,
then there must be an r > 0 so that Br(x) ∩ A = ∅ (if not, pick an xn
from B1/n(x)∩A for each n; this gives a sequence xn ∈ A, xn → x, but
x /∈ A, contradicting our assumption). This verifies that Ac is open
and thus A is closed.

Exercise 1.8. Prove Theorem 1.7 (b), (c).

�
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Similarly, sequences can be used to characterize continuity of maps
between metric spaces. Again, this doesn’t work on general topological
spaces.

Theorem 1.8. Let (X, d), (Y, e) be metric spaces, let f : X → Y be a
function, and let x ∈ X. Then the following are equivalent:
(a) f is continuous at x (with respect to the topologies induced by d,
e).
(b) For every ε > 0, there exists a δ > 0 so that e(f(x), f(t)) < ε for
all t ∈ X with d(x, t) < δ.
(c) If xn → x in X, then f(xn)→ f(x) in Y .

Proof. If (a) holds and ε > 0 is given, then, since Bε(f(x)) is a neigh-
borhood of f(x), there exists a neighborhood U of x so that f(U) ⊂
Bε(f(x)). From the way the topology on a metric space is defined, we
see that U must contain a ball Bδ(x), and (b) follows.

If (b) is assumed and ε > 0 is given, pick δ > 0 according to (b) and
then N ∈ N so that d(xn, x) < δ for n ≥ N . But then we also have
that e(f(x), f(xn)) < ε for all n ≥ N , that is, we have verified that
f(xn)→ f(x).

Finally, if (c) holds, we argue by contradiction to obtain (a). So
assume that, contrary to our claim, we can find a neighborhood V of
f(x) so that for every neighborhood U of x, there exists t ∈ U so that
f(t) /∈ V . In particular, we can then pick an xn ∈ B1/n(x) for each
n, so that f(xn) /∈ V . Since V is a neighborhood of f(x), there exists
ε > 0 so that Bε(f(x)) ⊂ V . Summarizing, we can say that xn → x,
but e(f(xn), f(x)) ≥ ε; in particular, f(xn) 6→ f(x). This contradicts
(c), and so we have to admit that (a) holds. �

The following fact is often useful:

Proposition 1.9. Let (X, d) be a metric space and Y ⊂ X. As above,
write T for the topology generated by d on X.

Then (Y, d) is a metric space, too (this is obvious and was also al-
ready observed above). Moreover, the topology generated by d on Y is
the relative topology of Y as a subspace of (X, T ).

Exercise 1.9. Prove this (this is done by essentially chasing definitions,
but it is a little awkward to write down).

We conclude this section by proving our first fundamental functional
analytic theorem. We need one more topological definition: We call a
set M ⊂ X nowhere dense if M has empty interior. If X is a metric
space, we can also say that M ⊂ X is nowhere dense if M contains no
(non-empty) open ball.
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Theorem 1.10 (Baire). Let X be a complete metric space. If the sets
An ⊂ X are nowhere dense, then

⋃
n∈NAn 6= X.

Completeness is crucial here:

Exercise 1.10. Show that there are (necessarily: non-complete) metric
spaces that are countable unions of nowhere dense sets.

Suggestion: X = Q

Proof. The following proof is similar in spirit to Cantor’s famous diag-
onal trick, which proves that [0, 1] is uncountable. We will construct
an element that is not in

⋃
An by avoiding these sets step by step.

First of all, we may assume that the An’s are closed (if not, replace
An with An; note that these sets are still nowhere dense).

Then, since A1 is nowhere dense, we can find an x1 ∈ Ac1. In fact,
Ac1 is also open, so we can even find an open ball Br1(x1) ⊂ Ac1, and
here we may assume that r1 ≤ 2−1 (decrease r1 if necessary).

In the next step, we pick an x2 ∈ Br1/2(x1)\A2. There must be such
a point because A2 is nowhere dense and thus cannot contain the ball
Br1/2(x1). Moreover, we can again find r2 > 0 so that

Br2(x2) ∩ A2 = ∅, Br2(x2) ⊂ Br1/2(x1), r2 ≤ 2−2.

We continue in this way and construct a sequence xn ∈ X and radii
rn > 0 with the following properties:

Brn(xn) ∩ An = ∅, Brn(xn) ⊂ Brn−1/2(xn−1), rn ≤ 2−n

It follows that xn is a Cauchy sequence. Indeed, if m ≥ n, then xm lies
in Brn/2(xn), so

(1.1) d(xm, xn) ≤ rn
2
.

Since X is complete, x := limxn exists. Moreover,

d(xn, x) ≤ d(xn, xm) + d(xm, x)

for arbitrary m ∈ N. For m ≥ n, (1.1) shows that d(xn, xm) ≤ rn/2, so
if we let m→∞, it follows that

(1.2) d(xn, x) ≤ rn
2
.

By construction, Brn(xn) ∩ An = ∅, so (1.2) says that x /∈ An for all
n. �

Baire’s Theorem can be (and often is) formulated differently. We
need one more topological definition: We call a set M ⊂ X dense if
M = X. For example, Q is dense in R. Similarly, Qc is also dense in
R. However, note that (of course) Q ∩Qc = ∅.
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Theorem 1.11 (Baire). Let X be a complete metric space. If Un
(n ∈ N) are dense open sets, then

⋂
n∈N Un is dense.

Exercise 1.11. Derive this from Theorem 1.10.
Suggestion: If U is dense and open, then A = U c is nowhere dense

(prove this!). Now apply Theorem 1.10. This will not quite give the
full claim, but you can also apply Theorem 1.10 on suitable subspaces
of the original space.

An immediate consequence of this, in turn, is the following slightly
stronger looking version. By definition, a Gδ set is a countable inter-
section of open sets.

Exercise 1.12. Give an example that shows that a Gδ set need not be
open (but, conversely, open sets are of course Gδ sets).

Theorem 1.12 (Baire). Let X be a complete metric space. Then a
countable intersection of dense Gδ sets is a dense Gδ set.

Exercise 1.13. Derive this from the previous theorem.

Given this result, it makes sense to interpret dense Gδ sets as big sets,
in a topological sense, and their complements as small sets. Theorem
1.12 then says that even a countable union of small sets will still be
small. Call a property of elements of a complete metric space generic
if it holds at least on a dense Gδ set.

Theorem 1.12 has a number of humoristic applications, which say
that certain unexpected properties are in fact generic. Here are two
such examples:

Example 1.5. Let X = C[a, b] with metric d(f, g) = max |f(x)− g(x)|
(compare Example 1.4). This is a complete metric space (we’ll prove
this later). It can now be shown, using Theorem 1.12, that the generic
continuous function is nowhere differentiable.

Example 1.6. The generic coin flip refutes the law of large numbers.
More precisely, we proceed as follows. Let X = {(xn)n≥1 : xn =

0 or 1} and d(x, y) =
∑∞

n=1 2−n|xn − yn|. This is a metric and X with
this metric is complete, but we don’t want to prove this here. In fact,
this metric is a natural choice here; it generates the product topology
on X.

From probability theory, we know that if the xn are independent
random variables and the coin is fair, then, with probability 1, we have
that Sn/n → 1/2, where Sn = x1 + . . . + xn is the number of heads
(say) in the first n coin tosses.
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The generic behavior is quite different: For a generic sequence x ∈ X,

lim inf
n→∞

Sn
n

= 0, lim sup
n→∞

Sn
n

= 1.

Since these examples are for entertainment only, we will not prove
these claims here.

Baire’s Theorem is fundamental in functional analysis, and it will
have important consequences. We will discuss these in Chapter 3.

Exercise 1.14. Consider the space X = C[0, 1] with the metric d(f, g) =
max0≤x≤1 |f(x)− g(x)| (compare Example 1.4). Define fn ∈ X by

fn(x) =

{
2nx 0 ≤ x ≤ 2−n

1 2−n < x ≤ 1
.

Work out d(fn, 0) and d(fm, fn), and deduce from the results of this
calculation that S = {f ∈ X : d(f, 0) = 1} is not compact.

Exercise 1.15. Let X, Y be topological spaces, and let f : X → Y be
a continuous map. True or false (please give a proof or a counterexam-
ple):
(a) U ⊂ X open =⇒ f(U) open
(b) A ⊂ Y closed =⇒ f−1(A) closed
(c) K ⊂ X compact =⇒ f(K) compact
(d) L ⊂ Y compact =⇒ f−1(L) compact

Exercise 1.16. Let X be a metric space, and define, for x ∈ X and
r > 0,

Br(x) = {y ∈ X : d(y, x) ≤ r}.
(a) Show that Br(x) is always closed.

(b) Show that Br(x) ⊂ Br(x). (By definition, the first set is the closure
of Br(x).)

(c) Show that it can happen that Br(x) 6= Br(x).
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2. Banach spaces

Let X be a complex vector space. So the elements of X (“vectors”)
can be added and multiplied by complex numbers (“scalars”), and these
operations obey the usual algebraic rules.

Definition 2.1. A map ‖ · ‖ : X → [0,∞) is called a norm (on X) if
it has the following properties for arbitrary x, y ∈ X, c ∈ C:

(1) ‖x‖ = 0 ⇐⇒ x = 0
(2) ‖cx‖ = |c| ‖x‖
(3) ‖x+ y‖ ≤ ‖x‖+ ‖y‖

We may interpret a given norm as assigning a length to a vector.
Property (3) is again called the triangle inequality. It has a similar
interpretation as in the case of a metric space. A vector space with a
norm defined on it is called a normed space.

If (X, ‖·‖) is a normed space, then d(x, y) := ‖x−y‖ defines a metric
on X.

Exercise 2.1. Prove this remark.

Therefore, all concepts and results from Chapter 1 apply to normed
spaces also. In particular, a norm generates a topology on X. We
repeat here some of the most basic notions: A sequence xn ∈ X is
said to converge to x ∈ X if ‖xn − x‖ → 0 (note that these norms
form a sequence of numbers, so it’s clear how to interpret this latter
convergence). We call xn a Cauchy sequence if ‖xm − xn‖ → 0 as
m,n→∞. The open ball of radius r > 0 about x ∈ X is defined as

Br(x) = {y ∈ X : ‖y − x‖ < r}.
This set is indeed open in the topology mentioned above; more gen-
erally, an arbitrary set U ⊂ X is open precisely if for every x ∈ U ,
there exists an r = r(x) > 0 so that Br(x) ⊂ U . Finally, recall that a
space is called complete if every Cauchy sequence converges. Complete
normed spaces are particularly important; for easier reference, they get
a special name:

Definition 2.2. A Banach space is a complete normed space.

The following basic properties of norms are relatively direct con-
sequences of the definition, but they are extremely important when
working on normed spaces.

Exercise 2.2. (a) Prove the second triangle inequality:∣∣ ‖x‖ − ‖y‖ ∣∣ ≤ ‖x− y‖
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(b) Prove that the norm is a continuous map X → R; put differently,
if xn → x, then also ‖xn‖ → ‖x‖.

Exercise 2.3. Prove that the vector space operations are continuous.
In other words, if xn → x and yn → y (and c ∈ C), then also xn+yn →
x+ y and cxn → cx.

Let’s now collect some examples of Banach spaces. It turns out that
most of the examples for metric spaces that we considered in Chapter
1 actually have a natural vector space structure and the metric comes
from a norm.

Example 2.1. The simplest vector spaces are the finite-dimensional
spaces. Every n-dimensional (complex) vector space is isomorphic to
Cn, so it will suffice to consider X = Cn. We would like to define norms
on this space, and we can in fact turn to Example 1.3 for inspiration.
For x = (x1, . . . , xn) ∈ X, let

(2.1) ‖x‖p =

(
n∑
j=1

|xj|p
)1/p

,

for 1 ≤ p <∞, and

(2.2) ‖x‖∞ = max
j=1,...,n

|xj|.

I claim that this defines a family of norms (one for each p, 1 ≤ p ≤
∞), but we will not prove this in this setting. Rather, we will right
away prove a more general statement in Example 2.2 below. (Only the
triangle inequality for 1 < p < ∞ needs serious proof; everything else
is fairly easy to check here anyway.)

Example 2.2. We now consider infinite-dimensional versions of the Ba-
nach spaces from the previous example. Instead of finite-dimensional
vectors (x1, . . . , xn), we now want to work with infinite sequences x =
(x1, x2, . . .), and we want to continue to use (2.1), (2.2), or at least
something similar. We first of all introduce the maximal spaces on
which these formulae seem to make sense. Let

`p =

{
x = (xn)n≥1 :

∞∑
n=1

|xn|p <∞

}
(for 1 ≤ p <∞) and

`∞ =

{
x = (xn)n≥1 : sup

n≥1
|xn| <∞

}
.
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Then, as expected, for x ∈ `p, define

‖x‖p =

(
∞∑
n=1

|xn|p
)1/p

(p <∞),

‖x‖∞ = sup
n≥1
|xn|.

Proposition 2.3. `p is a Banach space for 1 ≤ p ≤ ∞.

Here, the algebraic operations on `p are defined in the obvious way:
we perform them componentwise; for example, x + y is the sequence
whose nth element is xn + yn.

Proof. We will explicitly prove this only for 1 < p < ∞; the cases
p = 1, p = ∞ are easier and can be handled by direct arguments.
First of all, we must check that `p is a vector space. Clearly, if x ∈ `p
and c ∈ C, then also cx ∈ `p. Moreover, if x, y ∈ `p, then, since
|xn + yn|p ≤ (2|xn|)p + (2|yn|)p, we also have that x + y ∈ `p. So
addition and multiplication by scalars can be defined on all of `p, and
it is clear that the required algebraic laws hold because all calculations
are performed on individual components, so we just inherit the usual
rules from C.

Next, we verify that ‖ · ‖p is a norm on `p. Properties (1), (2) from
Definition 2.1 are obvious. The proof of the triangle inequality will
depend on the following very important inequality:

Theorem 2.4 (Hölder’s inequality). Let x ∈ `p, y ∈ `q, where p, q
satisfy

1

p
+

1

q
= 1

(1/0 :=∞, 1/∞ := 0 in this context). Then xy ∈ `1 and

‖xy‖1 ≤ ‖x‖p‖y‖q.

Proof of Theorem 2.4. Again, we focus on the case 1 < p <∞; if p = 1
or p =∞, an uncomplicated direct argument is available.

The function lnx is concave, that is, the graph lies above line seg-
ments connecting any two of its points (formally, this follows from
the fact that (lnx)′′ = −1/x2 < 0). In other words, if a, b > 0 and
0 ≤ α ≤ 1, then

α ln a+ (1− α) ln b ≤ ln (αa+ (1− α)b) .

We apply the exponential function on both sides and obtain that aαb1−α ≤
αa+ (1−α)b. If we introduce the new variables c, d by writing a = cp,
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b = dq, with 1/p = α (so 1/q = 1− α), then this becomes

(2.3) cd ≤ cp

p
+
dq

q
.

This holds for all c, d ≥ 0 (the original argument is valid only if c, d > 0,
but of course (2.3) is trivially true if c = 0 or d = 0). In particular, we
can use (2.3) with c = |xn|/‖x‖p, d = |yn|/‖y‖q (at least if ‖x‖p, ‖y‖q 6=
0, but if that fails, then the claim is trivial anyway) and then sum over
n ≥ 1. This shows that

∞∑
n=1

|xnyn|
‖x‖p‖y‖q

≤
∞∑
n=1

|xn|p

p‖x‖pp
+
∞∑
n=1

|yn|q

q‖y‖qq
=

1

p
+

1

q
= 1,

so xy ∈ `1, as claimed, and we obtain Hölder’s inequality. �

We are now in a position to establish the triangle inequality on `p:

Theorem 2.5 (Minkowski’s inequality = triangle inequality on `p).
Let x, y ∈ `p. Then x+ y ∈ `p and

‖x+ y‖p ≤ ‖x‖p + ‖y‖p.

Proof of Theorem 2.5. Again, we will discuss explicitly only the case
1 < p <∞. We already know that x+y ∈ `p. Hölder’s inequality with
the given p (and thus q = p/(p− 1)) shows that

‖x+ y‖pp =
∑
|xn + yn|p =

∑
|xn + yn| |xn + yn|p−1

≤
∑
|xn| |xn + yn|p−1 +

∑
|yn| |xn + yn|p−1

≤ (‖x‖p + ‖y‖p) ‖x+ y‖p−1
p .

If x+y 6= 0, we can divide by ‖x+y‖p−1
p to obtain the desired inequality,

and if x+ y = 0, then the claim is trivial. �

It remains to show that `p is complete. So let x(n) ∈ `p be a Cauchy
sequence (since the elements of `p are themselves sequences, we really
have a sequence whose members are sequences; we use a superscript
to label the elements of the Cauchy sequence from X = `p to avoid
confusion with the index labeling the components of a fixed element of
`p). Clearly, ∣∣∣x(m)

j − x(m)
j

∣∣∣p ≤ ‖x(m) − x(n)‖pp

for each fixed j ≥ 1, so
(
x

(n)
j

)
n≥1

is a Cauchy sequence of complex

numbers. Now C is complete, so these sequences have limits in C.
Define

xj = lim
n→∞

x
(n)
j .
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I claim that x = (xj) ∈ `p and x(n) → x in the norm of `p. To verify
that x ∈ `p, we observe that for arbitrary N ∈ N,

N∑
j=1

|xj|p = lim
n→∞

N∑
j=1

∣∣∣x(n)
j

∣∣∣p ≤ lim sup
n→∞

‖x(n)‖p.

Exercise 2.4. Let xn ∈ X be Cauchy sequence in a normed space X.
Prove that xn is bounded in the following sense: There exists C > 0 so
that ‖xn‖ ≤ C for all n ≥ 1.

Exercise 2.4 now shows that

N∑
j=1

|xj|p ≤ C

for some fixed, N independent constant C, so x ∈ `p, as required.
It remains to show that ‖x(n)−x‖p → 0. Let ε > 0 be given and pick

N0 ∈ N so large that ‖x(n) − x(m)‖ < ε if m,n ≥ N0 (this is possible
because x(n) is a Cauchy sequence). Then, for fixed N ∈ N, we have
that

N∑
j=1

∣∣∣x(n)
j − xj

∣∣∣p = lim
m→∞

N∑
j=1

∣∣∣x(n)
j − x

(m)
j

∣∣∣p ≤ ε

if n ≥ N0. SinceN ∈ N was arbitrary, it also follows that ‖x(n)−x‖pp ≤ ε
for n ≥ N0. �

Similar spaces can be defined for arbitrary index sets I instead of N.
For example, by definition, the elements of `p(I) are complex valued
functions x : I → C with

(2.4)
∑
j∈I

|xj|p <∞.

If I is uncountable, this sum needs interpretation. We can do this by
hand, as follows: (2.4) means that xj 6= 0 only for countably many
j ∈ I, and the corresponding sum is finite. Alternatively, and more
elegantly, we can also use the counting measure on I and interpret the
sum as an integral.

If we want to emphasize the fact that we’re using N as the index
set, we can also denote the spaces discussed above by `p(N). When no
confusion has to be feared, we will usually prefer the shorter notation `p.
We can also consider finite index sets I = {1, 2, . . . , n}. We then obtain
that `p({1, 2, . . . , n}) = Cn as a set, and the norms on these spaces are
the ones that were already introduced in Example 2.1 above.
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Example 2.3. Two more spaces of sequences are in common use. In
both cases, the index set is usually N (or sometimes Z). Put

c =
{
x : lim

n→∞
xn exists

}
,

c0 =
{
x : lim

n→∞
xn = 0

}
.

It is clear that c0 ⊂ c ⊂ `∞. In fact, more is true: the smaller spaces
are (algebraic linear) subspaces of the bigger spaces. On c and c0, we
also use the norm ‖ · ‖∞ (as on the big space `∞).

Proposition 2.6. c and c0 are Banach spaces.

Proof. We can make use of the observation made above, that c0 ⊂ c ⊂
`∞ and then refer to the following fact:

Proposition 2.7. Let (X, ‖ · ‖) be a Banach space, and let Y ⊂ X.
Then (Y, ‖ · ‖) is a Banach space if and only if Y is a closed (linear)
subspace of X.

Exercise 2.5. Prove Proposition 2.7. Recall that on metric (and thus
also normed and Banach) spaces, you can use sequences to character-
ize topological notions. So a subset is closed precisely if all limits of
convergent sequences from the set lie in the set again.

So we only need to show that c and c0 are closed in `∞.

Exercise 2.6. Complete the proof of Proposition 2.6 along these lines.

�

Example 2.4. Function spaces provide another very important class
of Banach spaces. The discussion is in large parts analogous to our
treatment of sequence spaces (Examples 2.2, 2.3); sometimes, sequence
spaces are somewhat more convenient to deal with and, as we will see
in a moment, they can actually be interpreted as function spaces of a
particular type.

Let (X,M, µ) be a measure space (with a positive measure µ). The
discussion is most conveniently done in this completely general setting,
but if you prefer a more concrete example, you could think of X = Rn

with Lebesgue measure, as what is probably the most important special
case.

Recalling what we did above, it now seems natural to introduce (for
1 ≤ p <∞)

Lp(X,µ) =

{
f : X → C : f measurable,

∫
X

|f(x)|p dµ(x) <∞
}
.
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Note that this set also depends on the σ-algebra M, but this depen-
dence is not made explicit in the notation. We would then like to
define

‖f‖p =

(∫
X

|f |p dµ
)1/p

.

This, however, does not give a norm in general because ‖f‖p = 0
precisely if f = 0 almost everywhere, so usually there will be functions
of zero “norm” that are not identically equal to zero. Fortunately,
there is an easy fix for this problem: we simply identify functions that
agree almost everywhere. More formally, we introduce an equivalence
relation on Lp, as follows:

f ∼ g ⇐⇒ f(x) = g(x) for µ-almost every x ∈ X
We then let Lp be the set of equivalence classes:

Lp(X,µ) = {(f) : f ∈ Lp(X,µ)} ,
where (f) = {g ∈ Lp : g ∼ f}. We obtain a vector space structure
on Lp in the obvious way; for example, (f) + (g) := (f + g) (it needs
to be checked here that the equivalence class on the right-hand side is
independent of the choice of representatives f , g, but this is obvious
from the definitions). Moreover, we can put

‖(f)‖p := ‖f‖p;

again, it doesn’t matter which function from (f) we take on the right-
hand side, so this is well defined.

In the same spirit (“ignore what happens on null sets”), we define

L∞(X,µ) = {f : X → C : f essentially bounded}.
A function f is called essentially bounded if there is a null set N ⊂ X
so that |f(x)| ≤ C for x ∈ X \ N . Such a C is called an essential
bound. If f is essentially bounded, its essential supremum is defined as
the best essential bound:

ess sup |f(x)| = inf
N :µ(N)=0

sup
x∈X\N

|f(x)|

= inf{C ≥ 0 : µ({x ∈ X : |f(x)| > C}) = 0}

Exercise 2.7. (a) Prove that both formulae give the same result.
(b) Prove that ess sup |f | is itself an essential bound: |f | ≤ ess sup |f |
almost everywhere.

Finally, we again let

L∞ = {(f) : f ∈ L∞} ,
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and we put
‖(f)‖∞ = ess sup |f(x)|.

Strictly speaking, the elements of the spaces Lp are not functions, but
equivalence classes of functions. Sometimes, it is important to keep this
distinction in mind; for example, it doesn’t make sense to talk about
f(0) for an (f) ∈ L1(R,m), say, because m({0}) = 0, so we can change
f at x = 0 without leaving the equivalence class (f). However, for
most purposes, no damage is done if, for convenience and as a figure of
speech, we simply refer to the elements of Lp as “functions” anyway (as
in “let f be a function from L1”, rather than the pedantic and clumsy
“let F be an element of L1 and pick a function f ∈ L1 that represents
the equivalence class F”). This convention is in universal use (it is
similar to, say, “right lane must exit”).

Proposition 2.8. Lp(X,µ) is a Banach space for 1 ≤ p ≤ ∞.

We will not give the complete proof of this because the discussion
is reasonably close to our previous treatment of `p. Again, the two
main issues are the triangle inequality and completeness. The proof
of the triangle inequality follows the pattern of the above proof very
closely. To establish completeness, we (unsurprisingly) need facts from
the theory of the Lebesgue integral, so this gives us a good opportunity
to review some of these tools. We will give this proof only for p = 1
(1 < p < ∞ is similar, and p = ∞ can again be handled by a rather
direct argument).

So let fn ∈ L1 be a Cauchy sequence. Pick a subsequence nk → ∞
so that ‖fnk+1

− fnk‖ < 2−k.

Exercise 2.8. Prove that nk’s with these properties can indeed be found.

Let

Sj(x) =

j∑
k=1

∣∣fnk+1
(x)− fnk(x)

∣∣ .
Then Sj is measurable, non-negative, and Sj+1 ≥ Sj. So, if we let
S(x) = limj→∞ Sj(x) ∈ [0,∞], then the Monotone Convergence Theo-
rem shows that∫

X

S dµ = lim
j→∞

∫
X

Sj dµ = lim
j→∞

j∑
k=1

∫
X

∣∣fnk+1
− fnk

∣∣ dµ
= lim

j→∞

j∑
k=1

∥∥fnk+1
− fnk

∥∥ < ∞∑
k=1

2−k = 1.

In particular, S ∈ L1, and this implies that S <∞ almost everywhere.
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The same conclusion can be obtained from Fatou’s Lemma; let us
do this too, to get some additional practice:∫

X

S dµ =

∫
X

lim
j→∞

Sj dµ =

∫
X

lim inf
j→∞

Sj dµ ≤ lim inf
j→∞

∫
X

Sj dµ

We can conclude the argument as in the preceding paragraph, and we
again see that

∫
S < 1, so S <∞ almost everywhere.

For almost every x ∈ X, we can define

f(x) := fn1(x) +
∞∑
k=1

(
fnk+1

(x)− fnk(x)
)

;

indeed, we just verified that this series actually converges absolutely
for almost every x ∈ X. Moreover, the sum is telescoping, so in fact

f(x) = lim
j→∞

fnj(x)

for a.e. x. Also,∣∣f(x)− fnj(x)
∣∣ ≤ ∞∑

k=j

∣∣fnk+1
(x)− fnk(x)

∣∣ .
Since this latter sum is dominated by S ∈ L1, this shows, first of all,
that |f−fnj | ∈ L1 and thus also f ∈ L1 (because |f | ≤ |fnj |+|f−fnj |).
Moreover, the functions |f − fnj | satisfy the hypotheses of Dominated
Convergence, so we obtain that

lim
j→∞

∫
X

∣∣f − fnj ∣∣ dµ = 0.

To summarize: given the Cauchy sequence fn ∈ L1, we have con-
structed a function f ∈ L1, and ‖fnj − f‖ → 0. This is almost what
we set out to prove. For the final step, we can refer to the following
general fact.

Exercise 2.9. Let xn be a Cauchy sequence from a metric space Y .
Suppose that xnj → x for some subsequence (and some x ∈ Y ). Prove
that then in fact xn → x.

We also saw in this proof that fnj → f pointwise almost everywhere.
This is an extremely useful fact, so it’s a good idea to state it again
(for general p).

Corollary 2.9. If ‖fn − f‖p → 0, then there exists a subsequence fnj
that converges to f pointwise almost everywhere.

Exercise 2.10. Give a (short) direct argument for the case p = ∞.
Show that in this case, it is not necessary to pass to a subsequence.



Banach spaces 21

If I is an arbitrary set (the case I = N is of particular interest here),
M = P(I) and µ is the counting measure on I (so µ(A) equals the
number of elements of A), then Lp(I, µ) is the space `p(I) that was
discussed earlier, in Example 2.2. Note that on this measure space, the
only null set is the empty set, so there’s no difference between Lp and
Lp here.

Example 2.5. Our final example can perhaps be viewed as a mere vari-
ant of L∞, but this space will become very important for us later on.
We start out with a compact Hausdorff space K. A popular choice
would be K = [a, b], with the usual topology, but the general case will
also be needed. We now consider

C(K) = {f : K → C : f continuous },

with the norm

‖f‖ = ‖f‖∞ = max
x∈K
|f(x)|.

The maximum exists because |f |(K), being a continuous image of a
compact space, is a compact subset of R. As anticipated, we then have
the following:

Proposition 2.10. ‖ · ‖∞ is a norm on C(K), and C(K) with this
norm is a Banach space.

The proof is very similar to the corresponding discussion of L∞; I
don’t want to discuss it in detail here. In fact, if there is a measure
on K that gives positive weight to all non-empty open sets (such as
Lebesgue measure on [a, b]), then C(K) can be thought of as a subspace
of L∞.

Exercise 2.11. Can you imagine why we want the measure to give pos-
itive weight to open sets?

Hint: Note that the elements of C(K) are genuine functions, while
the elements of L∞(K,µ) were defined as equivalence classes of func-
tions, so if we want to think of C(K) as a subset of L∞, we need a way
to identify continuous functions with equivalence classes.

Exercise 2.12. Prove that C(K) is complete.

In the sequel, we will be interested mainly in linear maps between
Banach spaces (and not so much in the spaces themselves). More
generally, let X, Y be normed spaces. Recall that a map A : X → Y is
called linear if A(x1 +x2) = Ax1 +Ax2 and A(cx) = cAx. In functional
analysis, we usually refer to linear maps as (linear) operators. The null
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space (or kernel) and the range (or image) of an operator A are defined
as follows:

N(A) = {x ∈ X : Ax = 0},
R(A) = {Ax : x ∈ X}

Theorem 2.11. Let A : X → Y be a linear operator. Then the fol-
lowing are equivalent:
(a) A is continuous (everywhere);
(b) A is continuous at x = 0;
(c) A is bounded: There exists a constant C ≥ 0 so that ‖Ax‖ ≤ C‖x‖
for all x ∈ X.

Proof. (a) =⇒ (b): This is trivial.
(b) =⇒ (c): Suppose that A was not bounded. Then we can find,

for every n ∈ N, a vector xn ∈ X so that ‖Axn‖ > n‖xn‖. Let
yn = (1/(n‖xn‖))xn. Then ‖yn‖ = 1/n, so yn → 0, but ‖Ayn‖ > 1, so
Ayn can not go to the zero vector, contradicting (b).

(c) =⇒ (a): Suppose that xn → x. We want to show that then also
Axn → Ax, and indeed this follows immediately from the linearity and
boundedness of A:

‖Axn − Ax‖ = ‖A(xn − x)‖ ≤ C‖xn − x‖ → 0

�

Given two normed spaces X, Y , we introduce the space B(X, Y ) of
bounded (or continuous) linear operators from X to Y . The special
case X = Y is of particular interest; in this case, we usually write
B(X) instead of B(X,X).
B(X, Y ) becomes a vector space if addition and multiplication by

scalars are defined in the obvious way (for example, (A+B)x := Ax+
Bx). We can go further and also introduce a norm on B(X, Y ), as
follows:

‖A‖ = sup
x 6=0

‖Ax‖
‖x‖

Since A is assumed to be bounded here, the supremum will be finite.
We call ‖A‖ the operator norm of A (that this is a norm will be seen
in Theorem 2.12 below).

There are a number of ways to compute ‖A‖.
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Exercise 2.13. Prove the following formulae for ‖A‖ (for A ∈ B(X, Y )):

‖A‖ = inf{C ≥ 0 : ‖Ax‖ ≤ C‖x‖ for all x ∈ X}
= min{C ≥ 0 : ‖Ax‖ ≤ C‖x‖ for all x ∈ X}

‖A‖ = sup
‖x‖=1

‖Ax‖

In particular, we have that ‖Ax‖ ≤ ‖A‖ ‖x‖, and ‖A‖ is the smallest
constant for which this inequality holds.

Exercise 2.14. However, it is not necessarily true that ‖A‖ = max‖x‖=1 ‖Ax‖.
Provide an example of such an operator A.

Suggestion: X = Y = c0 (or `1 if you prefer, this also works very
smoothly), and define (Ax)n = anxn, where an is a suitably chosen
bounded sequence.

Theorem 2.12. (a) B(X, Y ) with the operator norm is a normed
space.
(b) If Y is a Banach space, then B(X, Y ) (with the operator norm) is
a Banach space.

The special case Y = C (recall that this is a Banach space if we use
the absolute value as the norm) is particularly important. We use the
alternative notation X∗ = B(X,C), and we call the elements of X∗

(continuous, linear) functionals. X∗ itself is called the dual space (or
just the dual) of X.

This must not be confused with the dual space from linear algebra,
which is defined as the set of all linear maps from the original vector
space back to its base field (considered as a vector space also). This is
of limited use in functional analysis. The (topological) dual X∗ consists
only of continuous maps; it is usually much smaller than the algebraic
dual described above.

Proof. (a) We observed earlier that B(X, Y ) is a vector space, so we
need to check that the operator norm satisfies the properties from Def-
inition 2.1. First of all, we will have ‖A‖ = 0 precisely if Ax = 0 for all
x ∈ X, that is, precisely if A is the zero map or, put differently, A = 0
in B(X, Y ). Next, if c ∈ C and A ∈ B(X, Y ), then

‖cA‖ = sup
‖x‖=1

‖cAx‖ = sup
‖x‖=1

|c|‖Ax‖ = |c|‖A‖.

A similar calculation establishes the third property from Definition 2.1:

‖A+B‖ = sup
‖x‖=1

‖(A+B)x‖ ≤ sup
‖x‖=1

(‖Ax‖+ ‖Bx‖) ≤ ‖A‖+ ‖B‖
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(b) Let An be a Cauchy sequence from B(X, Y ). We must show that
An converges. Observe that for fixed x, Anx will be a Cauchy sequence
in Y . Indeed,

‖Amx− Anx‖ ≤ ‖Am − An‖‖x‖
can be made arbitrarily small by taking both m and n large enough.
Since Y is now assumed to be complete, the limits Ax := limn→∞Anx
exist, and we can define a map A on X in this way. We first check that
A is linear:

A(x1 + x2) = lim
n→∞

An(x1 + x2) = lim
n→∞

(Anx1 + Anx2)

= lim
n→∞

Anx1 + lim
n→∞

Anx1 = Ax1 + Ax2,

and a similar (if anything, this is easier) argument shows that A(cx) =
cAx.
A is also bounded because

‖Ax‖ = ‖ limAnx‖ = lim ‖Anx‖ ≤ (sup ‖An‖) ‖x‖;

the supremum is finite because |‖Am‖ − ‖An‖| ≤ ‖Am −An‖, so ‖An‖
forms a Cauchy sequence of real numbers and thus is convergent and,
in particular, bounded. Notice also that we used the continuity of the
norm for the second equality (see Exercise 2.2(b)).

Summing up: we have constructed a map A and confirmed that in
fact A ∈ B(X, Y ). The final step will be to show that An → A, with
respect to the operator norm in B(X, Y ). Let x ∈ X, ‖x‖ = 1. Then,
by the continuity of the norm again,

‖(A− An)x‖ = lim
m→∞

‖(Am − An)x‖ ≤ lim sup
m→∞

‖Am − An‖.

Since x was arbitrary, it also follows that

‖A− An‖ ≤ lim sup
m→∞

‖Am − An‖.

Since An is a Cauchy sequence, the lim sup can be made arbitrarily
small by taking n large enough. �

Perhaps somewhat surprisingly, there are discontinuous linear maps
if the first space, X, is infinite-dimensional. We can then even take
Y = C. An abstract construction can be done as follows: Let {eα}
be an algebraic basis of X (that is, every x ∈ X can be written in
a unique way as a linear combination of (finitely many) eα’s). For
arbitrary complex numbers cα, there exists a linear map A : X → C
with Aeα = cα‖eα‖.
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Exercise 2.15. This problem reviews the linear algebra fact needed here.
Let V , W be vector spaces (over C, say), and let {eα} be a basis of V .
Show that for every collection of vectors wα ∈ W , there exists a unique
linear map A : V → W so that Aeα = wα for all α.

Since ‖Aeα‖/‖eα‖ = |cα|, we see that A can not be bounded if
supα |cα| =∞.

On the other hand, if dimX <∞, then linear operators A : X → Y
are always bounded. We will see this in a moment; before we do this,
we introduce a new concept and prove a related result.

Definition 2.13. Two norms on a common space X are called equiv-
alent if they generate the same topology.

This can be restated in a less abstract way:

Proposition 2.14. The norms ‖ · ‖1, ‖ · ‖2 are equivalent if and only
if there are constants C1, C2 > 0 so that

(2.5) C1‖x‖1 ≤ ‖x‖2 ≤ C2‖x‖1 for all x ∈ X.
Proof. Consider the identity as a map from (X, ‖ · ‖1) to (X, ‖ · ‖2).
Clearly, this is bijective, and, by Theorem 2.11 this map and its in-
verse are continuous precisely if (2.5) holds. Put differently, (2.5) is
equivalent to the identity map being a homeomorphism (a bijective
continuous map with continuous inverse), and this holds if and only if
(X, ‖ · ‖1) and (X, ‖ · ‖2) have the same topology. �

Exercise 2.16. (a) Let ‖ · ‖1, ‖ · ‖2 be equivalent norms on X. Show
that then (X, ‖ · ‖1) and (X, ‖ · ‖2) are either both complete or both
not complete.

(b) Construct a metric d on R that produces the usual topology, but
(R, d) is not complete. (Since (R, | · |) has the same topology and is
complete, this shows that the analog of (a) for metric spaces is false.)

Theorem 2.15. Let X be a (complex) vector space with dimX <∞.
Then all norms on X are equivalent.

In particular, by combining Example 2.1 with Exercise 2.16, we see
that finite-dimensional normed spaces are automatically complete and
thus Banach spaces.

Proof. By fixing a basis on X, we may assume that X = Cn. We will
show that every norm on Cn is equivalent to ‖ · ‖1. We will do this by
verifying (2.5). So let ‖ · ‖ be a norm. Then, first of all,

(2.6) ‖x‖ =

∥∥∥∥∥
n∑
j=1

xjej

∥∥∥∥∥ ≤
n∑
j=1

|xj| ‖ej‖ ≤
(

max
j=1,...,n

‖ej‖
)
‖x‖1.
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To obtain the other inequality, consider again the identity as a map
from (Cn, ‖ · ‖1) to (Cn, ‖ · ‖). As we have just seen in (2.6), this map
is bounded, thus continuous. Since a norm always defines a continuous
map, we obtain that the composite map from (Cn, ‖·‖1) to R, x 7→ ‖x‖
is also continuous. Now {x ∈ Cn : ‖x‖1 = 1} is a compact subset of
Cn, with respect to the topology generated by ‖ · ‖1 (which is just the
usual topology on Cn). Therefore, the image under our map, which is
given by {‖x‖ : ‖x‖1 = 1} is a compact subset of R, and it doesn’t
contain zero, so

inf
‖x‖1=1

‖x‖ = min
‖x‖1=1

‖x‖ =: c > 0,

and the homogeneity of norms now implies that ‖x‖ ≥ c‖x‖1 for all
x ∈ Cn, as required. �

Corollary 2.16. Suppose that dimX < ∞, and let A : X → Y be a
linear operator. Then A is bounded.

Proof. By Theorem 2.15, it suffices to discuss the caseX = Cn, equipped
with the norm ‖ · ‖1. As above, we estimate

‖Ax‖ =

∥∥∥∥∥A
(

n∑
j=1

xjej

)∥∥∥∥∥ ≤
n∑
j=1

|xj| ‖Aej‖ ≤
(

max
j=1,...,n

‖Aej‖
)
‖x‖1.

�

We conclude this chapter by discussing sums and quotients of Banach
spaces. Let X1, . . . , Xn be Banach spaces. We form their direct sum
(as vector spaces). More precisely, we introduce

X = {(x1, . . . , xn) : xj ∈ Xj};

this becomes a vector space in the obvious way: the algebraic opera-
tions are defined componentwise. Of course, we want more: We want
to introduce a norm on X that makes X a Banach space, too. This
can be done in several ways; for example, the following works.

Theorem 2.17. ‖x‖ =
∑n

j=1 ‖xj‖j defines a norm on X, and with
this norm, X is a Banach space.

Exercise 2.17. Prove Theorem 2.17.

We will denote this new Banach space by X =
⊕n

j=1Xj.
Moving on to quotients now, we consider a Banach space X and a

closed subspace M ⊂ X.
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Exercise 2.18. (a) In general, subspaces need not be closed. Give an
example of a dense subspace M ⊂ `1, M 6= `1 (in other words, we want
M = `1, M 6= `1; in particular, such an M is definitely not closed).

(b) What about open subspaces of a normed space?

Exercise 2.19. However, show that finite-dimensional subspaces of a
normed space are always closed.

Suggestion: Use Theorem 2.15.

As a vector space, we define the quotient X/M as the set of equiva-
lence classes (x), x ∈ X, where x, y ∈ X are equivalent if x−y ∈M . So
(x) = x+M = {x+m : m ∈M}, and to obtain a vector space structure
on X/M , we do all calculations with representatives. In other words,
(x) + (y) := (x+ y), c(x) := (cx), and this is well defined, because the
right-hand sides are independent of the choice of representatives x, y.

Theorem 2.18. ‖(x)‖ := infy∈(x) ‖y‖ defines a norm on X, and X/M
with this norm is a Banach space.

Proof. First of all, we must check the conditions from Definition 2.1.
We have that ‖(x)‖ = 0 precisely if there are mn ∈ M so that ‖x −
mn‖ → 0. This holds if and only if x ∈ M , but M is assumed to be
closed, so ‖(x)‖ = 0 if and only if x ∈ M , that is, if and only if x
represents the zero vector from X/M (equivalently, (x) = (0)).

If c ∈ C, c 6= 0, then

‖c(x)‖ = ‖(cx)‖ = inf
m∈M

‖cx−m‖ = inf
m∈M

‖cx− cm‖

= |c| inf
m∈M

‖x−m‖ = |c| ‖(x)‖.

If c = 0, then this identity (‖0(x)‖ = 0‖(x)‖) is also true and in fact
trivial.

The triangle inequality follows from a similar calculation:

‖(x) + (y)‖ = ‖(x+ y)‖ = inf
m∈M

‖x+ y −m‖ = inf
m,n∈M

‖x+ y −m− n‖

≤ inf
m,n∈M

(‖x−m‖+ ‖y − n‖) = ‖(x)‖+ ‖(y)‖

Finally, we show that X/M is complete. Let (xn) be a Cauchy
sequence. Pass again to a subsequence, so that ‖(xnj+1

)− (xnj)‖ < 2−j

(see Exercise 2.8). Since the quotient norm was defined as the infimum
of the norms of the representatives, we can now also (inductively) find
representatives (we may assume that these are the xn’s themselves) so
that ‖xnj+1

− xnj‖ < 2−j. Since
∑

2−j < ∞, it follows that xnj is a
Cauchy sequence in X, so x = limj→∞ xnj exists. But then we also
have that

‖(x)− (xnj)‖ ≤ ‖x− xnj‖ → 0,
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so a subsequence of the original Cauchy sequence (xn) converges, and
this forces the whole sequence to converge; see Exercise 2.9. �

Exercise 2.20. Let X be a normed space, and define

Br(x) = {y ∈ X : ‖x− y‖ ≤ r}.

Show that Br(x) = Br(x), where the right-hand side is the closure of
the (open) ball Br(x). (Compare Exercise 1.16, which discussed the
analogous problem on metric spaces.)

Exercise 2.21. Call a subset B of a Banach space X bounded if there
exists C ≥ 0 so that ‖x‖ ≤ C for all x ∈ B.
(a) Show that if K ⊂ X is compact, then K is closed and bounded.
(b) Consider X = `∞, B = B1(0) = {x ∈ `∞ : ‖x‖ ≤ 1}. Show that B
is closed and bounded, but not compact (in fact, the closed unit ball
of an infinite-dimensional Banach space is never compact).

Exercise 2.22. If xn are elements of a normed space X, we define, as
usual, the series

∑∞
n=1 xn as the limit as N → ∞ of the partial sums

SN =
∑N

n=1 xn, if this limit exists (of course, this limit needs to be taken
with respect to the norm, so S =

∑∞
n=1 xj means that ‖S−SN‖ → 0).

Otherwise, the series is said to be divergent. Call a series absolutely
convergent if

∑∞
n=1 ‖xn‖ <∞.

Prove that a normed space is complete if and only if every absolutely
convergent series converges.

Exercise 2.23. Find the operator norm of the identity map (x 7→ x) as
an operator
(a) from (Cn, ‖ · ‖1) to (Cn, ‖ · ‖2);
(b) from (Cn, ‖ · ‖2) to (Cn, ‖ · ‖1).

Exercise 2.24. Find the operator norms of the following operators on
`2(Z). In particular, prove that these operators are bounded.

(Ax)n = xn+1 + xn−1, (Bx)n =
n2

n2 + 1
xn

Exercise 2.25. Let X, Y, Z be Banach spaces, and let S ∈ B(X, Y ),
T ∈ B(Y, Z). Show that the composition TS lies in B(X,Z) and
‖TS‖ ≤ ‖T‖ ‖S‖. Show also that strict inequality is possible here.
Give an example; as always, it’s sound strategy to try to keep this
as simple as possible. Here, finite-dimensional spaces X, Y, Z should
suffice.

Exercise 2.26. Let X, Y be Banach spaces and let M be a dense sub-
space of X (there is nothing unusual about that on infinite-dimensional
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spaces; compare Exercise 2.18). Prove the following: Every A0 ∈
B(M,Y ) has a unique continuous extension to X. Moreover, if we call
this extension A, then A ∈ B(X, Y ) (by construction, A is continuous,
so we’re now claiming that A is also linear), and ‖A‖ = ‖A0‖.

Exercise 2.27. (a) Let A ∈ B(X, Y ). Prove that N(A) is a closed
subspace of X.
(b) Now assume that F is a linear functional on X, that is, a linear
map F : X → C. Show that F is continuous if N(F ) is closed (so, for
linear functionals, continuity is equivalent to N(F ) being closed).

Suggestion: Suppose F is not continuous, so that we can find xn ∈ X
with ‖xn‖ = 1 and |F (xn)| ≥ n, say. Also, fix another vector z /∈ N(F )
(what if N(F ) = X?). Use these data to construct a sequence yn ∈
N(F ) that converges to a vector not from N(F ). (If this doesn’t seem
helpful, don’t give up just yet, but try something else; the proof is quite
short.)
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3. Consequences of Baire’s Theorem

In this chapter, we discuss four fundamental functional analytic the-
orems that are direct descendants of Baire’s Theorem (Theorem 1.10).
All four results have a somewhat paradoxical character; the assump-
tions look too weak to give the desired conclusions, but somehow we
get these anyway.

Theorem 3.1 (Uniform boundedness principle). Let X be a Banach
space and let Y be a normed space. Assume that F ⊂ B(X, Y ) is
a family of bounded linear operators that is bounded pointwise in the
following sense: For each x ∈ X, there exists Cx ≥ 0 so that ‖Ax‖ ≤
Cx for all A ∈ F . Then F is uniformly bounded, that is, supA∈F ‖A‖ <
∞.

Proof. Let Mn = {x ∈ X : ‖Ax‖ ≤ n for all A ∈ F}. Then Mn is a
closed subset X. Indeed, we can write

Mn =
⋂
A∈F

{x ∈ X : ‖Ax‖ ≤ n},

and these sets are closed because they are the inverse images under A
of the closed ball Bn(0). Moreover, the assumption that F is pointwise
bounded says that

⋃
n∈NMn = X. Therefore, by Baire’s Theorem, at

least one of the Mn’s is not nowhere dense. Fix such an n, and let
Br(x0) be an open ball contained in Mn. In other words, we now know
that if ‖y − x0‖ < r, then ‖Ay‖ ≤ n for all A ∈ F . In particular, if
x ∈ X is arbitrary with ‖x‖ = 1, then y = x0 + (r/2)x is such a vector
and thus

‖Ax‖ =
2

r
‖A(y − x0)‖ ≤ 2

r
(‖Ay‖+ ‖Ax0‖)

≤ 2

r
(n+ Cx0) ≡ D.

The constant D is independent of x, so we also obtain that ‖A‖ ≤ D,
and since D is also independent of A ∈ F , this is what we claimed. �

Theorem 3.2 (The open mapping theorem). Let X, Y be Banach
spaces, and assume that A ∈ B(X, Y ) is surjective (that is, R(A) = Y ).
Then A is an open map: if U ⊂ X is open, then A(U) is also open (in
Y ).

The condition defining an open map is of course similar to the cor-
responding property of continuous maps (see Proposition 1.5), but it
goes in the other direction. In particular, that means that the inverse
of an open map, if it exists, is continuous. Therefore, the open mapping
theorem has the following consequence:
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Corollary 3.3. Let X, Y be Banach spaces, and assume that A ∈
B(X, Y ) is bijective. Then A−1 ∈ B(Y,X).

Exercise 3.1. Prove the following linear algebra fact: The inverse of an
invertible linear map is linear.

Proof. By Exercise 3.1, A−1 is linear. By the open mapping theorem
and the subsequent remarks, A−1 is continuous. �

Proof of Theorem 3.2. Let U ⊂ X be an open set, and let y ∈ A(U),
so y = Ax for some x ∈ X (perhaps there are several such x, but then
we just pick one of these). We want to show that there exists r > 0 so
that Br(y) ⊂ A(U). Since y ∈ A(U) was arbitrary, this will prove that
A(U) is open.

We know that Bε(x) ⊂ U for some ε > 0, so it actually suffices to
discuss the case where U = Bε(x). In fact, this can be further reduced:
it is enough to consider x, y = 0, and it then suffices to show that for
some R > 0, the set A(BR(0)) contains a ball Br(0) for some r > 0.
Indeed, if this holds, then, using the linearity of A, we will also obtain
that

A(Bε(x)) = Ax+
ε

R
A(BR(0)) ⊃ Ax+

ε

R
Br(0) = Bεr/R(Ax) = Bεr/R(y),

and this is exactly what we originally wanted to show.
Since A is surjective, we have that

Y =
⋃
n∈N

A(Bn(0)) =
⋃
n∈N

A(Bn(0)).

By Baire’s Theorem, one of the closed sets in the second union has to
contain an open ball, say Br(v) ⊂ A(Bn(0)). In other words, Br(0) ⊂
A(Bn(0))− v. Now again v = Au for some u ∈ X, so

(3.1) Br(0) ⊂ A(Bn(0))− Au = A(Bn(−u)),

and if we take N ≥ n+ ‖u‖, then BN(0) ⊃ Bn(−u), so

(3.2) Br(0) ⊂ A(BN(0)).

Except for the closure, this is what we wanted to show.

Exercise 3.2. In (3.1), we used the following fact: If M ⊂ X and x ∈ X,
then M +x = M + x. Prove this and also the analogous property that
cM = cM (c ∈ C).

We will now finish the proof by showing that A(BN(0)) ⊂ A(B2N(0)).

So let y ∈ A(BN) (since all balls will be centered at 0, we will use this
simplified notation).
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We can find an x1 ∈ BN with ‖y − Ax1‖ < r/2. Since, by (3.2) and
Exercise 3.2,

Br/2 =
1

2
Br ⊂

1

2
A(BN) = A(BN/2),

we then also have that y − Ax1 ∈ A(BN/2). Thus there exists an
x2 ∈ BN/2 with ‖y−Ax1−Ax2‖ < 2−2r. We continue in this way and
obtain a sequence xn with the following properties:

(3.3) xn ∈ B2−n+1N ,

∥∥∥∥∥y −
n∑
j=1

Axj

∥∥∥∥∥ < 2−nr

This shows, first of all, that the series
∑∞

n=1 xn is absolutely convergent.
Indeed,

∑∞
n=1 ‖xn‖ < 2N

∑∞
n=1 2−n = 2N < ∞. By Exercise 2.22,

x :=
∑∞

n=1 xn exists. Moreover, by the calculation just carried out,
‖x‖ ≤

∑
‖xn‖ < 2N , so x ∈ B2N . Since A is continuous, we obtain

that Ax = limn→∞
∑n

j=1 Axj, and the second property from (3.3) now

shows that Ax = y. In other words, y ∈ A(B2N), as desired. �

The graph of an operator A : X → Y is defined as the set G(A) =
{(x,Ax) : x ∈ X}. We can think of G(A) as a subset of the Banach
space X⊕Y that was introduced in Chapter 2; see especially Theorem
2.17.

Exercise 3.3. Show that G(A) is a (linear) subspace of X ⊕ Y if A is a
linear operator.

Definition 3.4. Let X, Y be Banach spaces. A linear operator A :
X → Y is called closed if G(A) is closed in X ⊕ Y .

If we recall how the norm on X ⊕ Y was defined, we see that
(xn, yn) → (x, y) in X ⊕ Y precisely if xn → x and yn → y. There-
fore, using sequences, we can characterize closed operators as follows:
A : X → Y is closed precisely if the following holds: If xn → x and
Axn → y, then y = Ax.

On the other hand, A is continuous precisely if xn → x implies
that Axn → y and y = Ax (formulated in a slightly roundabout way
here to facilitate the comparison). This looks clearly stronger than the
condition from above: what was part of the hypothesis has become
part of the conclusion. In particular, continuous operators are always
closed. When viewed against this background, the following result is
quite stunning.

Theorem 3.5 (The closed graph theorem). Let X, Y be Banach spaces
and assume that A : X → Y is linear and closed. Then A ∈ B(X, Y ).
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Proof. We introduce the projections P1 : X⊕Y → X, P2 : X⊕Y → Y ,
P1(x, y) = x, P2(x, y) = y. It is clear that P1, P2 are linear and
continuous. By hypothesis and Exercise 3.3, G(A) is a closed linear
subspace of X ⊕ Y . By Proposition 2.7, it is therefore a Banach space
itself (with the same norm as X ⊕ Y ). Now P1, restricted to G(A) is
a bijection onto X. Corollary 3.3 shows that the inverse P−1

1 : X →
G(A), P−1

1 x = (x,Ax) is continuous. It follows that A = P2P
−1
1 is a

composition of continuous maps and thus continuous itself. �

Exercise 3.4. Let X, Y be Banach spaces and An, A ∈ B(X, Y ). We
say that An converges (to A) strongly if Anx → Ax for all x ∈ X.

In this case, we write An
s−→ A. Prove that this has the following

properties:
(a) ‖An − A‖ → 0 =⇒ An

s−→ A;
(b) The converse does not hold;

(c) If An
s−→ A, then supn ‖An‖ < ∞ (Hint: use the uniform bound-

edness principle).

Exercise 3.5. Suppose that for some measure space (X,µ) and expo-
nents p, q, we have that Lp(X,µ) ⊂ Lq(X,µ). Show that then there
exists a constant C > 0 so that ‖f‖q ≤ C‖f‖p for all f ∈ Lp(X,µ).

Suggested strategy: If Lp ⊂ Lq, we can define the inclusion map
I : Lp → Lq, If = f . Use Corollary 2.9 to show that this map is
closed, and then apply the closed graph theorem.
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4. Dual spaces and weak topologies

Recall that if X is a Banach space, we write X∗ for its dual. This was
defined as the space of all continuous (or bounded) linear functionals
F : X → C. We know from the special case Y = C of Theorem 2.12
that X∗ itself is a Banach space, too, if we use the operator norm

‖F‖ = sup
‖x‖=1

|F (x)| (F ∈ X∗).

The following fundamental result makes sure that there is a large supply
of bounded linear functionals on every normed space.

Theorem 4.1 (Hahn-Banach). Let X be a normed space and let M be
a subspace of X. Suppose that F : M → C is a linear map satisfying
|F (x)| ≤ C‖x‖ (x ∈M). Then there exists a linear extension G : X →
C of F so that |G(x)| ≤ C‖x‖ for all x ∈ X.

In other words, a bounded linear functional on a subspace can always
be extended to the whole space without increasing the norm. This latter
property is the point here; it is easy, at least in principle, to linearly
extend a given functional. (Sketch: Fix a basis of M as a vector space,
extend to a basis of the whole space and assign arbitrary values on
these new basis vectors.)

Proof. We first prove a real version of theorem. So, for the time being,
let X be a real vector space, and assume that F : M → R is a bounded
linear functional on a subspace.

Roughly speaking, the extension will be done one step at a time. So
our first goal is to show that F can be extended to a one-dimensional
extension of M in such a way that the operator norm is preserved. We
are assuming that |F (x)| ≤ C‖x‖; in fact, since C‖x‖ defines a new
norm on X (if C > 0), we can assume that C = 1 here.

Now let x1 ∈ X, x1 /∈ M . We want to define a linear extension F1

of F on the (slightly, by one dimension) bigger space

M1 = {x+ cx1 : x ∈M, c ∈ R}.

Such a linear extension is completely determined by the value f =
F1(x1) (and, conversely, every f ∈ R will define an extension). Since
we also want an extension that still satisfies |F1(y)| ≤ ‖y‖ (y ∈ M1),
we’re looking for an f ∈ R so that

(4.1) −‖x+ cx1‖ ≤ F (x) + cf ≤ ‖x+ cx1‖

for all c ∈ R, x ∈ M . By assumption, we already have this for c = 0,
and by discussing the cases c > 0 and c < 0 separately, we see that
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(4.1) is equivalent to

−
∥∥∥x
c

+ x1

∥∥∥− F (x
c

)
≤ f ≤

∥∥∥x
c

+ x1

∥∥∥− F (x
c

)
for all c 6= 0, x ∈ M . In other words, there will be an extension F1

with the desired properties if (and only if, but of course that is not our
concern here)

‖z + x1‖ − F (z) ≥ −‖y + x1‖ − F (y)

for arbitrary y, z ∈M . This is indeed the case, because

F (z)− F (y) = F (z − y) ≤ ‖z − y‖ ≤ ‖z + x1‖+ ‖x1 + y‖.

We now use Zorn’s Lemma to obtain a norm preserving extension
to all of X (this part of the proof can be safely skipped if you’re not
familiar with this type of argument). We consider the set of all linear
extensions G of F that satisfy |G(x)| ≤ ‖x‖ on the subspace on which
they are defined. This set can be partially ordered by declaring G ≺ G′

if G′ is an extension of G. Now if {Gα} is a totally ordered subset (any
two Gα’s can be compared) and if we denote the domain of Gα by Mα,
then G :

⋃
Mα → R, G(x) = Gα(x) defines an extension of all the Gα’s,

that is, G � Gα for all α. Note that there are no consistency problems
in the definition of G because if there is more than one possible choice
for α for any given x, then the corresponding Gα’s must give the same
value on x because one of them is an extension of the other.

We have verified the hypotheses of Zorn’s Lemma. The conclusion
is that there is a G that is maximal in the sense that if H � G,
then H = G. This G must be defined on the whole space X because
otherwise the procedure described above would give an extension H to
a strictly bigger space. We have proved the real version of the Hahn-
Banach Theorem.

The original, complex version can be derived from this by some el-
ementary, but ingenious trickery, as follows: First of all, we can think
of X and M as real vector spaces also (we just refuse to multiply by
non-real numbers and otherwise keep the algebraic structure intact).
Moreover, L0(x) = Re F (x) defines an R-linear functional L0 : M → R.
By the real version of the theorem, there exists an R-linear extension
L : X → R, |L(x)| ≤ ‖x‖.

I now claim that the following definition will work: G(x) = L(x) −
iL(ix) Indeed, it is easy to check that G(x+ y) = G(x) +G(y), and if
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c = a+ ib ∈ C, then

G(cx) = L(ax+ ibx)− iL(iax− bx)

= aL(x) + bL(ix)− iaL(ix) + ibL(x)

= (a+ ib)L(x) + (b− ia)L(ix) = c(L(x)− iL(ix)) = cG(x).

So G is C-linear. It is also an extension of F because if x ∈ M , then
L(x) = L0(x) = Re F (x) and thus

G(x) = Re F (x)− i Re F (ix) = Re F (x)− i Re(iF (x))

= Re F (x) + i Im F (x) = F (x).

Finally, if we write G(x) = |G(x)|eiϕ(x), we see that

|G(x)| = G(x)e−iϕ(x) = G(e−iϕ(x)x) = Re G(e−iϕ(x)x)

= L(e−iϕ(x)x) ≤ ‖e−iϕ(x)x‖ = ‖x‖.
�

Here are some immediate important consequences of the Hahn-Banach
Theorem. They confirm that much can be learned about a Banach
spaces by studying its dual. For example, part (b) says that norms can
be computed by testing functionals on the given vector x.

Corollary 4.2. Let X, Y be normed spaces.
(a) X∗ separates the points X, that is, if x, y ∈ X, x 6= y, then there
exists an F ∈ X∗ with F (x) 6= F (y).
(b) For all x ∈ X, we have that

‖x‖ = sup{|F (x)| : F ∈ X∗, ‖F‖ = 1}.
(c) If T ∈ B(X, Y ), then

‖T‖ = sup{|F (Tx)| : x ∈ X,F ∈ Y ∗, ‖F‖ = ‖x‖ = 1}.

Proof of (b). If F ∈ X∗, ‖F‖ = 1, then |F (x)| ≤ ‖x‖. This implies
that sup |F (x)| ≤ ‖x‖. On the other hand, F0(cx) = c‖x‖ defines a
linear functional on the one-dimensional subspace L(x) that satisfies
|F0(y)| ≤ ‖y‖ for all y = cx ∈ L(x) (in fact, we have equality here). By
the Hahn-Banach Theorem, there exists an extension F ∈ X∗, ‖F‖ = 1
of F0; by construction, |F (x)| = ‖x‖, so sup |F (x)| ≥ ‖x‖ and the proof
is complete. In fact, this argument has also shown that the supremum
is attained; it is a maximum. �

Exercise 4.1. Prove parts (a) and (c) of Corollary 4.2.

Let X be a Banach space. Since X∗ is a Banach space, too, we can
form its dualX∗∗ = (X∗)∗. We callX∗∗ the bidual or second dual ofX.
We can identify the original space X with a closed subspace of X∗∗ in
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a natural way, as follows: Define a map j : X → X∗∗, j(x)(F ) = F (x)
(x ∈ X, F ∈ X∗). In other words, vectors x ∈ X act in a natural way
on functionals F ∈ X∗: we just evaluate F on x.

Proposition 4.3. We have that j(x) ∈ X∗∗, and the map j is a (linear)
isometry. In particular, j(X) ⊂ X∗∗ is a closed subspace of X∗∗.

An operator I : X → Y is called an isometry if ‖Ix‖ = ‖x‖ for all
x ∈ X.

Exercise 4.2. (a) Show that an isometry I is always injective, that is,
N(I) = {0}.
(b) Show that S : `1 → `1, Sx = (0, x1, x2, . . .) is an isometry that is
not onto, that is R(S) 6= `1.

Proof. We will only check that j is an isometry and that j(X) is a
closed subspace.

Exercise 4.3. Prove the remaining statements from Proposition 4.3.
More specifically, prove that j(x) is a linear, bounded functional on X∗

for every x ∈ X, and prove that the map x 7→ j(x) is itself linear.

By the definition of the operator norm and Corollary 4.2(b), we have
that

‖j(x)‖ = sup{|j(x)(F )| : F ∈ X∗, ‖F‖ = 1}
= sup{|F (x)| : F ∈ X∗, ‖F‖ = 1} = ‖x‖,

so j indeed is an isometry. Clearly, j(X) is a subspace (being the image
of a linear map). If yn ∈ j(X), that is, yn = j(xn), and yn → y, then
also xn → x for some x ∈ X, because yn is a Cauchy sequence, and
since j preserves norms, so is xn. Since j is continuous, it follows that
j(x) = lim j(xn) = y, so y ∈ j(X). �

A linear isometry preserves all structures on a Banach space (the
vector space structure and the norm), and thus provides an identifi-
cation of its domain with its image. Using j and Proposition 4.3, we
can therefore think of X as a closed subspace of X∗∗. If, in this sense,
X = X∗∗, we call X reflexive. This really means that j(X) = X∗∗. In
particular, note that for X to be reflexive, it is not enough to have X
isometrically isomorphic to X∗∗; rather, we need this isometric isomor-
phism to be specifically j.

We now use dual spaces to introduce new topologies on Banach
spaces. If T1, T2 are two topologies on a common space X, we say
that T1 is weaker than T2 (or T2 is stronger than T1) if T1 ⊂ T2. In
topology, coarse and fine mean the same thing as weak and strong,
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respectively, but it would be uncommon to use these alternative terms
in functional analysis.

Given a set X and a topological space (Y, T ) and a family F of
maps F : X → Y , there exists a weakest topology on X that makes
all F ∈ F continuous. Let us try to give a description of this topology
(and, in fact, we also need to show that such a topology exists). We
will denote it by Tw.

Clearly, we must have F−1(U) ∈ Tw for all F ∈ F , U ∈ T . Con-
versely, any topology that contains these sets will make the F ’s contin-
uous. So we could stop here and say that Tw is the topology generated
by these sets. (Given any collection of sets, there always is a weakest
topology containing these sets.) However, we would like to be some-
what more explicit. It is clear that finite intersections of sets of this
type have to be in Tw, too; in other words,

(4.2) {x ∈ X : F1(x) ∈ U1, . . . , Fn(x) ∈ Un}
belongs to Tw for arbitrary choices of n ∈ N, Fj ∈ F , Uj ∈ T . If these
sets are open, then arbitrary unions of such sets need to belong to Tw,
and, fortunately, the process stops here: we don’t get additional sets if
we now take finite intersections again. So the claim is that

(4.3) Tw = { arbitrary unions of sets of the type (3.3) }.
We must show that Tw is a topology; by its construction, any other
topology that makes all F ∈ F continuous must then be stronger than
Tw. This verification is quite straightforward, but a little tedious to
write down, so I’ll make this an exercise:

Exercise 4.4. Prove that (4.2), (4.3) define a topology.

We now apply this process to a Banach space X, with Y = C and
F = X∗. Of course, we already have a topology on X (the norm topol-
ogy); this new topology will be different, unless X is finite-dimensional.
Here’s the formal definition:

Definition 4.4. Let X be a Banach space. The weak topology on X
is defined as the weak topology Tw generated by X∗.

If we denote the norm topology by T , then, since all F ∈ X∗ are
continuous if we use T (by definition of X∗!), we see that Tw ⊂ T ; in
other words, the weak topology is weaker than the norm topology. By
the discussion above, (4.3) gives a description of Tw. A slightly more
convenient variant of this can be obtained by making use of the vector
space structure. First of all, the sets

(4.4) U(F1, . . . , Fn; ε1, . . . , εn) = {x ∈ X : |Fj(x)| < εj (j = 1, . . . , n)}
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are in Tw for arbitrary n ∈ N, Fj ∈ X∗, εj > 0. In fact, they are of the
form (4.2), with Uj = {z : |z| < εj}. I now claim that V ∈ Tw if and
only if for every x ∈ V , there exists a set U = U(Fj; εj) of this form
with x+ U ⊂ V .

Exercise 4.5. Prove this claim.

We can rephrase this as follows: The U ’s form a neighborhood base
at 0 (that is, any neighborhood of x = 0 contains some U) and the
neighborhoods of an arbitrary x ∈ X are precisely the translates x+W
of the neighborhoods W of 0.

We’ll make two more observations on the weak topology and then
leave the matter at that. First of all, Tw is a Hausdorff topology: If
x, y ∈ X, x 6= y, then there exist V,W ∈ Tw with x ∈ V , y ∈ W ,
V ∩W = ∅. To prove this, we use the fact that X∗ separates the points
of X; see Corollary 4.2(a). So there is an F ∈ X∗ with F (x) 6= F (y).
We can now take V = x+U(F ; ε), W = y+U(F ; ε) with a sufficiently
small ε > 0.

Exercise 4.6. Provide the details for this last step. You can (and
should) make use of the description of Tw established above, in Ex-
ercise 4.5.

Finally, if xn is a sequence from X, then xn → x in Tw (this is usually

written as xn
w−→ x; xn goes to x weakly) if and only if F (xn) → F (x)

for all F ∈ X∗.
Exercise 4.7. Prove this. Again, by the results of Exercise 4.5, xn

w−→
x precisely if for every U of the form (4.4), we eventually have that
xn − x ∈ U .

This gives a characterization of convergent sequences and thus some
idea of what the topology does. However, it can happen that Tw is not
metrizable and then the topological notions (closed sets, compactness,
continuity etc.) can not be characterized using sequences.

Definition 4.5. Let X be a Banach space. The weak-∗ topology Tw∗ on
X∗ is defined as the weak topology generated by X, viewed as a subset
of X∗∗. Put differently, Tw∗ is the weakest topology that turns all
point evaluations j(x) : X∗ → C, F 7→ F (x) (x ∈ X) into continuous
functions on X∗.

We have an analogous description of Tw∗ . The sets

U(x1, . . . , xn; ε1, . . . , εn) = {F ∈ X∗ : |F (xj)| < εj}
are open, and V ⊂ X∗ is open in the weak-∗ topology if and only for
every F ∈ V , there exists such a U so that F + U ⊂ V .
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Exercise 4.8. Prove that Tw∗ is a Hausdorff topology. Hint: If F 6=
G, then F (x) 6= G(x) for some x ∈ X. Now you can build disjoint
neighborhoods of F , G as above, using this x; see also Exercise 4.6.

Exercise 4.9. Let X be a Banach space, and let Fn, F ∈ X∗. Show
that Fn → F in the weak-∗ topology if and only if Fn(x) → F (x) for
all x ∈ X.

Since X∗ is a Banach space, we can also define a weak topology on
X∗. This is the topology generated by X∗∗. The weak-∗ topology is
generated by X, which in general is a smaller set of maps, so the weak-∗
topology is weaker than the weak topology. It can only be defined on
a dual space. If X is reflexive, then there’s no difference between the
weak and weak-∗ topologies.

Despite its clumsy and artificial looking definition, the weak-∗ topol-
ogy is actually an extremely useful tool. All the credit for this is due
to the following fundamental result.

Theorem 4.6 (Banach-Alaoglu). Let X be a Banach space. Then the
closed unit ball B1(0) = {F ∈ X∗ : ‖F‖ ≤ 1} is compact in the weak-∗
topology.

Proof. This will follow from Tychonoff’s Theorem: The product of
compact topological spaces is compact in the product topology. To
get this argument started, we look at the Cartesian product set

K =
∏
x∈X

{z ∈ C : |z| ≤ ‖x‖}.

As a set, this is defined as the set of maps F : X → C with |F (x)| ≤
‖x‖. The individual factors {|z| ≤ ‖x‖} come with a natural topology,
and we endow K with the product topology, which, by definition, is
the weak topology generated by the projections px : K → {|z| ≤ ‖x‖},
px(F ) = F (x) (equivalently, you can also produce it from cylinder sets,
if this is more familiar to you). By Tychonoff’s Theorem, K is compact.

Now B1(0) ⊂ K; more precisely, B1(0) consists of those maps F ∈ K
that are also linear. I now claim that the topology induced by K on
B1(0) is the same as the induced topology coming from the weak-∗
topology on X∗ ⊃ B1(0). This should not come as a surprise because
both the product topology and Tw∗ are weak topologies generated by
the point evaluations x 7→ F (x). Writing it down is a slightly unpleas-
ant task that is best delegated to the reader.

Exercise 4.10. Show that K and (X∗, Tw∗) indeed induce the same
topology on B1(0). Come to think of it, we perhaps really want to
prove the following abstract fact: Let (Z, T ) be a topological space, F a
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family of maps F : X → Z and let Y ⊂ X. Then we can form the weak
topology Tw on X; this induces a relative topology on Y . Alternatively,
we can restrict the maps F ∈ F to Y and let the restrictions generate
a weak topology on Y . Prove that both methods lead to the same
topology. As usual, this is mainly a matter of unwrapping definitions.
You could use the description (4.2), (4.3) of the weak topologies and
look at what happens when these induce relative topologies.

Exercise 4.11. (a) Let Y be a compact topological space and let A ⊂ Y
be closed. Prove that then A is compact, too.
(b) Let Y be a topological space. Show that a subset B ⊂ Y is compact
if and only if B with the relative topology is a compact topological
space. (Sometimes compactness is defined in this way; recall that we
defined compact sets by using covers by open sets U ⊂ Y . It is now
in fact almost immediate that we get the same condition from both
variants, but this fact will be needed here, so I thought I’d point it
out.)

With these preparations out of the way, it now suffices to show that
B1(0) is closed in K. So let F ∈ K \ B1(0). We want to find a
neighborhood of F that is contained in K \B1(0) (note that we cannot
use sequences here because there is no guarantee that our topologies
are metrizable). Since F /∈ B1(0), F is not linear and thus there are
c, d ∈ C, x, y ∈ X so that

ε ≡ |F (cx+ dy)− cF (x)− dF (y)| > 0.

But then

V =
{
G ∈ K : |G(cx+ dy)− F (cx+ dy)| < ε

3
,

|c| |G(x)− F (x)| < ε

3
, |d| |G(y)− F (y)| < ε

3

}
is an open set in K with F ∈ V , and if G ∈ V , then still

|G(cx+ dy)− cG(x)− dG(y)| > 0,

so V does not contain any linear maps and thus is the neighborhood
of F we wanted to find. �

We have already seen how the fact that Tw∗ need not be metrizable
makes this topology a bit awkward to deal with. The following result
provides some relief. We call a metric space X separable if X has a
countable dense subset (that is, there exist xn ∈ X so that if x ∈ X
and ε > 0 are arbitrary, then d(x, xn) < ε for some n ∈ N).



42 Christian Remling

Exercise 4.12. (a) Show that `p (with index set N, as usual) is separable
for 1 ≤ p < ∞. You can use the result of Exercise 4.13 below if you
want.
(b) Show that `∞ is not separable. Suggestion: Consider all x ∈ `∞

that only take the values 0 and 1. How big is this set? What can you
say about ‖x− x′‖ for two such sequences?

Exercise 4.13. Let X be a Banach space. Show that X will be separable
if there is a countable total subset, that is, if there is a countable set
M ⊂ X so that the (finite) linear combinations of elements from M
are dense in X (in other words, if x ∈ X and ε > 0, we must be able

to find mj ∈M and coefficients cj ∈ C so that
∥∥∥∑N

j=1 cjmj − x
∥∥∥ < ε.)

Theorem 4.7. If X is a separable Banach space, then the weak-∗ topol-
ogy on B1(0) ⊂ X∗ (more precisely: the relative topology induced by
Tw∗) is metrizable.

We don’t want to prove this in detail, but the basic idea is quite easy
to state. The formula

d(F,G) =
∞∑
n=1

2−n
|F (xn)−G(xn)|

1 + |F (xn)−G(xn)|

(say), where {xn} is a dense subset of X, defines a metric that generates
the desired topology.

Corollary 4.8. Let X be a separable Banach space. If Fn ∈ X∗,
‖Fn‖ ≤ 1, then there exist F ∈ X∗, ‖F‖ ≤ 1 and a subsequence
nj →∞ so that Fnj(x)→ F (x) for all x ∈ X.

Proof. This follows by just putting things together. By the Banach-
Alaoglu Theorem, B1(0) is compact in the weak-∗ topology. By Theo-
rem 4.7, this can be thought of as a metric space. By Theorem 1.7(c),
compactness is therefore equivalent to sequences having convergent
subsequences. By using Exercise 4.9, we now obtain the claim. �

To make good use of the results of this chapter, we need to know what
the dual space of a given space is. We now investigate this question for
the Banach spaces from our list that was compiled in Chapter 2.

Example 4.1. If X = Cn with some norm, then Corollary 2.16 implies
that all linear functionals on X are bounded, so in this case X∗ coin-
cides with the algebraic dual space. From linear algebra we know that
as a vector space, X∗ can be identified with Cn again; more precisely,
y ∈ Cn can be identified with the functional x 7→

∑n
j=1 yjxj. It also

follows from this that X is reflexive. The norm on X∗ depends on the
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norm on X; Example 4.3 below will throw some additional light on
this.

Exercise 4.14. Show that the weak topology on X = Cn coincides with
the norm topology. Suggestion: It essentially suffices to check that
open balls Br(0) (say) are in Tw. Show this and then use the definition
of the norm topology T to show that T ⊂ Tw. Since always Tw ⊂ T ,
this will finish the proof.

This Exercise says that we really don’t get anything new from the
theory of this chapter on finite-dimensional spaces; recall also in this
context that Tw = Tw∗ on Cn, thought of as the dual space X∗ of
X = Cn, because X is reflexive.

Example 4.2. Let K be a compact Hausdorff space and consider the
Banach space C(K). Then C(K)∗ = M(K), where M(K) is defined
as the space of all complex, regular Borel measures on K. Here, we call
a (complex) measure µ (inner and outer) regular if its total variation
ν = |µ| is regular in the sense that

ν(B) = sup
L⊂B:L compact

ν(L) = inf
U⊃B:U open

ν(U)

for all Borel sets B ⊂ K. M(K) becomes a vector space if the vector
space operations are introduced in the obvious way as (µ + ν)(B) =
µ(B) + ν(B), (cµ)(B) = cµ(B). In fact, M(K), equipped with the
norm

(4.5) ‖µ‖ = |µ|(K),

is a Banach space. This is perhaps most elegantly deduced from the
main assertion of this Example, namely the fact that C(K)∗ can be
identified with M(K), and, as we will see in a moment, the operator
norm onM(K) = C(K)∗ turns out to be exactly (4.5). More precisely,
the claim is that every µ ∈ M(K) generates a functional Fµ ∈ C(K)∗

via

(4.6) Fµ(f) =

∫
K

f(x) dµ(x),

and we also claim that the corresponding map M(K) → C(K)∗,
µ 7→ Fµ is an isomorphism between Banach spaces (in other words,
a bijective, linear isometry).

The Riesz Representation Theorem does the lion’s share of the work
here; it implies that µ 7→ Fµ is a bijection from M(K) onto C(K)∗;
see for example, Folland, Real Analysis, Corollary 7.18. It is also clear
that this map is linear.
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Exercise 4.15. Suppose we introduce a norm onM(K) by just declaring
‖µ‖ = ‖Fµ‖ (operator norm), that is, we just move the norm on C(K)∗

over toM(K). Show that this leads to (4.5); put differently, show that
the operator norm of Fµ from (4.6) equals |µ|(K).

This identification of the dual of C(K) (which is basically a way
of stating (one version of) the Riesz Representation Theorem) is an
extremely important fundamental result; we have every right to be
very excited about this.

One pleasing consequence is the fact thatM(K), being a dual space,
can be equipped with a weak-∗ topology. This, in turn, has implications
of the following type:

Exercise 4.16. Show that C[a, b] (soK = [a, b], with the usual topology)
is separable. Suggestion: Deduce this from the Weierstraß approxima-
tion theorem.

Exercise 4.17. Let µn be a sequence of complex Borel measures on [a, b]
with |µn|([a, b]) ≤ 1 (in particular, these could be arbitrary positive
measures with µn([a, b]) ≤ 1). Show that there exists another Borel
measure µ on [a, b] with |µ|([a, b]) ≤ 1 and a subsequence nj so that

lim
j→∞

∫
[a,b]

f(x) dµnj(x) =

∫
[a,b]

f(x) dµ(x)

for all f ∈ C[a, b].
Hint: This in fact follows quickly from Corollary 4.8 and Exercise

4.16.

Example 4.3. We now move on to `p spaces. We first claim that if
1 ≤ p <∞, then (`p)∗ = `q, where 1/p + 1/q = 1. More precisely, the
claim really is that every y ∈ `q generates a functional Fy ∈ (`p)∗, as
follows:

(4.7) Fy(x) =
∞∑
j=1

yjxj

Moreover, the corresponding map y 7→ Fy is an isomorphism between
the Banach spaces `q and (`p)∗.

Let us now prove these assertions. First of all, Hölder’s inequal-
ity shows that the series from (4.7) converges, and in fact |Fy(x)| ≤
‖y‖q‖x‖p. Since (4.7) is also obviously linear in x, this shows that
Fy ∈ (`p)∗ and ‖Fy‖ ≤ ‖y‖q. We will now explicitly discuss only the
case 1 < p < ∞. If p = 1 (and thus q = ∞), the same basic strat-
egy works and actually the technical details get easier, but some slight
adjustments are necessary.
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To compute ‖Fy‖, we set

(4.8) xn =

{
|yn|q
yn

n ≤ N, yn 6= 0

0 else
,

with N ∈ N. It is then clear that x ∈ `p,

‖x‖pp =
N∑
n=1

|yn|(q−1)p =
N∑
n=1

|yn|q,

and thus

Fy(x) =
N∑
n=1

|yn|q =

(
N∑
n=1

|yn|q
)1/q

‖x‖p.

Thus ‖Fy‖ ≥
(∑N

n=1 |yn|q
)1/q

, and this holds for arbitrary N ∈ N,

so it follows that ‖Fy‖ ≥ ‖y‖q, so ‖Fy‖ = ‖y‖q. This says that the
identification y 7→ Fy is isometric, and it is obviously linear (in y!), so
it remains to show that it is surjective, that is, every F ∈ (`p)∗ equals
some Fy for suitable y ∈ `q. To prove this, fix F ∈ (`p)∗. It is clear
from (4.7) that only yn = F (en) can work, so define a sequence y in
this way (here, en(j) = 1 if j = n and en(j) = 0 otherwise). Consider
again the x ∈ `p from (4.8). Then we have that

F (x) = F

(
N∑
n=1

|yn|q

yn
en

)
=

N∑
n=1

|yn|q.

As above, ‖x‖p =
(∑N

n=1 |yn|q
)1/p

, so

N∑
n=1

|yn|q ≤ ‖F‖

(
N∑
n=1

|yn|q
)1/p

or
(∑N

n=1 |yn|q
)1/q

≤ ‖F‖. Again, N is arbitrary here, so y ∈ `q. By

construction of y, we have that F (z) = Fy(z) if z is a finite linear
combination of en’s. These vectors z, however, are dense in `p, so it
follows from the continuity of both F and Fy that F (w) = Fy(w) for
all w ∈ `p, that is, F = Fy.

As a consequence, `p is reflexive for 1 < p < ∞, basically because
(`p)∗∗ = (`q)∗ = `p, by applying the above result on the dual of `r twice.

Exercise 4.18. Give a careful version of this argument, where the identi-
fication j : X → X∗∗ from the definition of reflexivity is taken seriously.
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We can’t be sure about `1 and `∞ at this point because we don’t
know yet what (`∞)∗ is. It will turn out that these spaces are not
reflexive.

Example 4.4. Similar discussions let us identify the duals of c0 and
c. We claim that c∗0 = `1 = `1(N) and c∗ = `1(N0); as usual, we
really mean that there are Banach space isomorphisms (linear, bijective
isometries) y 7→ Fy that provide identifications between these spaces,
and in the case at hand, these are given by:

Fy(x) =
∞∑
j=1

yjxj (y ∈ `1(N), x ∈ c0),

Fy(x) = y0 ·
(

lim
n→∞

xn

)
+
∞∑
j=1

yj

(
xj − lim

n→∞
xn

)
(y ∈ `1(N0), x ∈ c)

Since this discussion is reasonably close to Example 4.3, I don’t want
to do it here. The above representations of the dual spaces as `1(N)
and `1(N0) seem natural, but note that these are of course isometrically
isomorphic as Banach spaces: (yn)n≥1 7→ (yn+1)n≥0 is an isometry from
`1(N) onto `1(N0). Roughly speaking, the one additional dimension of
`1(N0) doesn’t alter the Banach space structure. (At the same time,
`1(N) can of course also be identified with the codimension 1 subspace
{(xn)n≥0 : x0 = 0} of `1(N0); there is nothing unusual about this in
infinite-dimensional situations: the whole space can be isomorphic to
a proper subspace.)

Example 4.5. We now discuss (`∞)∗. We will obtain an explicit looking
description of this dual space, too, but, actually, this result will not
be very useful. This is so because the objects that we will obtain are
not particularly well-behaved and there is no well developed machinery
that would recommend them for further use.

It will turn out that (`∞)∗ =Mfa(N), the space of bounded, finitely
additive set functions on N. More precisely, the elements of Mfa(N)
are set functions µ : P(N) → C that satisfy supM⊂N |µ(M)| < ∞ and
if M1,M2 ⊂ N are disjoint, then µ(M1 ∪M2) = µ(M1) + µ(M2). Note
that the complex measures on the σ-algebra P(N) are precisely those
µ ∈Mfa(N) that are σ-additive rather than just finitely additive.

Finitely additive bounded set functions will act on vectors x ∈ `∞
by an integration of sorts. We discuss this new integral first (as far
as I can see, this integral does not play any major role in analysis
except in this particular context). Let x ∈ `∞. We subdivide the disk
{z ∈ C : |z| ≤ ‖x‖} into squares (say) Qj, and we fix a number zj ∈ Qj

from each square. Let Mj = {n ∈ N : xn ∈ Qj} be the inverse image
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under xn. It’s quite easy to check that for µ ∈ Mfa(N), the sums∑
zjµ(Mj) will approach a limit as the subdivision gets finer and finer,

and this limit is independent of the choice of the Qj and zj. We call
this limit the Radon integral of xn with respect to µ, and we denote it
by

R−
∫
N
xn dµ(n).

Next, we show how to associate a set function µ ∈ Mfa(N) with a
given functional F ∈ (`∞)∗. Define µ(M) = F (χM) (M ⊂ N). Then
|µ(M)| ≤ ‖F‖ ‖χM‖ ≤ ‖F‖, so µ is a bounded set function. Also, if
M1 ∩M2 = ∅, then

µ(M1 ∪M2) = F (χM1∪M2) = F (χM1 + χM2)

= F (χM1) + F (χM2) = µ(M1) + µ(M2).

Thus µ ∈ Mfa(N). Moreover, if squares Qj and points zj ∈ Qj are
chosen as above and if we again set Mj = {n ∈ N : xn ∈ Qj}, then∥∥x−∑ zjχMj

∥∥ is bounded by the maximal diameter of the Qj’s, so this
will go to zero if we again consider a sequence of subdivisions becoming
arbitrarily fine. It follows that

F (x) = limF
(∑

zjχMj

)
= lim

∑
zjµ(Mj) = R−

∫
N
xn dµ(n).

Conclusion: Every F ∈ (`∞)∗ can be represented as a Radon integral.
Conversely, one can show that every µ ∈Mfa(N) generates a functional
Fµ on `∞ by Radon integration:

Fµ(x) = R−
∫
N
xn dµ(n)

(The boundedness of Fµ requires some work; Exercise 4.19 below should
help to clarify things.)

We obtain a bijection Mfa(N) → (`∞)∗, µ 7→ Fµ, and, as in the
previous examples, it’s now a relatively easy matter to check that this
actually sets up an isometric isomorphism between Banach spaces if we
endowMfa(N) with the natural vectors space structure ((µ+ν)(M) :=
µ(M) + ν(N) etc.) and the norm

‖µ‖ = sup
‖x‖=1

∣∣∣∣R− ∫
N
xn dµ(n)

∣∣∣∣ .
I’ll leave the details of these final steps to the reader.
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Exercise 4.19. Show that ‖µ‖ = sup
∑
|µ(Mj)|, where the supremum is

over all partitions of N into finitely many sets M1, . . . ,MN . Moreover,
∞∑
n=1

|µ ({n})| ≤ ‖µ‖;

can you also show that strict inequality is possible? (Exercise 4.21
might be helpful here.)

Exercise 4.20. Show that `1 ⊂Mfa(N) in the sense that if y ∈ `1, then
µ(M) =

∑
n∈M yn defines a bounded, finitely additive set function.

Show that in fact these µ’s are exactly the (complex) measures on
(N,P(N)).

Remark: Since X can be identified with a subspace of X∗∗ for any
Banach space X and since `∞ = (`1)∗, we knew right away that `1 ⊂
(`∞)∗, provided this is suitably interpreted.

Exercise 4.21. The fact that `1 $ (`∞)∗ can also be seen more directly,
without giving a description of (`∞)∗, as follows:
(a) Show that every y ∈ `1 generates a functional Fy ∈ (`∞)∗ by letting

(4.9) Fy(x) =
∞∑
n=1

ynxn (x ∈ `∞).

(b) Show that not every F ∈ (`∞)∗ is of this form, by using the Hahn-
Banach Theorem. More specifically, choose a subspace Y ⊂ `∞ and
define a bounded functional F0 on Y in such a way that no extension
F of F0 can be of the form (4.9). (This is an uncomplicated argument
if done efficiently; it all depends on a smart choice of Y and F0.)

Example 4.6. I’ll quickly report on the spaces Lp(X,µ) here. The sit-
uation is similar to the discussion above; see Examples 4.3, 4.5. If
1 ≤ p < ∞, then (Lp)∗ = Lq, where 1/p + 1/q = 1. This holds in
complete generality for 1 < p < ∞, but if p = 1, then we need the
additional hypothesis that µ is σ-finite (which means that X can be
written as a countable union of sets of finite measure). Again, this is an
abbreviated way of stating the result; it really involves an identification
of Banach spaces: the function f ∈ Lq is identified with the functional
Ff ∈ (Lp)∗ defined by Ff (g) =

∫
X
fg dµ.

(L∞)∗ is again a complicated space that can be described as a space
of finitely additive set functions, but this description is only moderately
useful. In particular, except in special cases, (L∞)∗ is (much) bigger
than L1. In fact, for example L1(R,m) is not the dual space of any
Banach space: there is no Banach space X for which X∗ is isometrically
isomorphic to L1(R,m)!
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Exercise 4.22. What is wrong with the following sketch of a “proof”
that (`∞)∗ = `1:

Follow the strategy from Example 4.3. Obviously, if y ∈ `1, then
Fy ∈ (`∞)∗, if Fy is defined as in (4.7). Conversely, given an F ∈ (`∞)∗,
let yn = F (en). Define x ∈ `∞ by

xn =

{
|yn|
yn

n ≤ N, yn 6= 0

0 otherwise
.

Then ‖x‖∞ ≤ 1, so F (x) =
∑N

n=1 |yn| ≤ ‖F‖, and it follows that
y ∈ `1. By construction, F = Fy.

Exercise 4.23. Let X be a Banach space. Show that every weakly
convergent sequence is bounded: If xn, x ∈ X, F (xn) → F (x) for all
F ∈ X∗, then sup ‖xn‖ <∞.

Hint: Think of the xn as elements of the bidual X∗∗ ⊃ X and apply
the uniform boundedness principle.

Exercise 4.24. (a) Show that en
w−→ 0 in `2.

(b) Construct a sequence fn with similar properties in C[0, 1]: we want

that ‖fn‖ = 1, fn
w−→ 0.
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5. Hilbert spaces

Definition 5.1. Let H be a (complex) vector space. A scalar product
(or inner product) is a map 〈·, ·〉 : H × H → C with the following
properties:
(1) 〈x, x〉 ≥ 0 and 〈x, x〉 = 0 ⇐⇒ x = 0;

(2) 〈x, y〉 = 〈y, x〉;
(3) 〈x, y + z〉 = 〈x, y〉+ 〈x, z〉;
(4) 〈x, cy〉 = c〈x, y〉 .

(3), (4) say that a scalar product is linear in the second argument,
and by combining this with (2), we see that it is antilinear in the first
argument, that is 〈x + y, z〉 = 〈x, z〉 + 〈y, z〉 as usual, but 〈cx, y〉 =
c 〈x, y〉.

Example 5.1. It is easy to check that

〈x, y〉 =
∞∑
n=1

xnyn

defines a scalar product on H = `2. Indeed, the series converges by
Hölder’s inequality with p = q = 2, and once we know that, it is clear
that (1)–(4) from above hold.

In fact, this works for arbitrary index sets I: there is a similarly
defined scalar product on `2(I). I mention this fact here because we
will actually make brief use of this space later in this chapter.

Similarly,

〈f, g〉 =

∫
X

f(x)g(x) dµ(x)

defines a scalar product on L2(X,µ).

Theorem 5.2. Let H be a space with a scalar product. Then:
(a) ‖x‖ :=

√
〈x, x〉 defines a norm on H;

(b) The Cauchy-Schwarz inequality holds:

|〈x, y〉| ≤ ‖x‖ ‖y‖;

(c) We have equality in (b) if and only if x, y are linearly dependent.

Proof. We first discuss parts (b) and (c). Let x, y ∈ H. Then, by
property (1) from Definition 5.1, we have that

(5.1) 0 ≤ 〈cx+ y, cx+ y〉 = |c|2‖x‖2 + ‖y‖2 + c〈y, x〉+ c〈x, y〉,

for arbitrary c ∈ C. If x 6= 0, we can take c = −〈x, y〉/‖x‖2 here (note

that (1) makes sure that ‖x‖ =
√
〈x, x〉 > 0, even though we don’t
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know yet that this really is a norm). Then (5.1) says that

0 ≤ ‖y‖2 − |〈x, y〉|
2

‖x‖2
,

and this implies the Cauchy-Schwarz inequality. Moreover, we can get
equality in (5.1) only if cx + y = 0, so x, y are linearly dependent in
this case. Conversely, if y = cx or x = cy, then it is easy to check that
we do get equality in (b).

We can now prove (a). Property (1) from Definition 5.1 immedi-
ately implies condition (1) from Definition 2.1. Moreover, ‖cx‖ =√
〈cx, cx〉 =

√
|c|2〈x, x〉 = |c| ‖x‖, and the triangle inequality follows

from the Cauchy-Schwarz inequality, as follows:

‖x+ y‖2 = 〈x+ y, x+ y〉 = ‖x‖2 + ‖y‖2 + 2 Re 〈x, y〉
≤ ‖x‖2 + ‖y‖2 + 2‖x‖ ‖y‖ = (‖x‖+ ‖y‖)2 .

�

Notice that we recover the usual norms on `2 and L2, respectively,
if we use the scalar products introduced in Example 5.1 here. It now
seems natural to ask if every norm is of the form ‖x‖ =

√
〈x, x〉 for

some scalar product 〈·, ·〉. This question admits a neat, satisfactory
answer (although it must be admitted that this result doesn’t seem to
have meaningful applications):

Exercise 5.1. Let H be a vector space with a scalar product, and in-
troduce a norm ‖ · ‖ on H as in Theorem 5.2(a). Then ‖ · ‖ satisfies
the parallelogram identity:

(5.2) ‖x+ y‖2 + ‖x− y‖2 = 2‖x‖2 + 2‖y‖2

One can now show that (5.2) is also a sufficient condition for a norm
to come from a scalar product (the Jordan-von Neumann Theorem).
This converse is much harder to prove; we don’t want to discuss it in
detail here. However, I will mention how to get this proof started. The
perhaps somewhat surprising fact is that the norm already completely
determines its scalar product (assuming now that the norm comes from
a scalar product). In fact, we can be totally explicit, as Proposition 5.3
below will show. A slightly more general version is often useful; to state
this, we need an additional definition: A sesquilinear form is a map
s : H ×H → C that is linear in the second argument and antilinear in
the first (“sesquilinear” = one and a half linear):

s(x, cy + dz) = cs(x, y) + ds(x, z)

s(cx+ dy, z) = cs(x, z) + ds(y, z)
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A scalar product has these properties, but this new notion is more
general.

Proposition 5.3 (The polarization identity). Let s be a sesquilinear
form, and let q(x) = s(x, x). Then

s(x, y) =
1

4
[q(x+ y)− q(x− y) + iq(x− iy)− iq(x+ iy)] .

Exercise 5.2. Prove Proposition 5.3, by a direct calculation.

This is an extremely useful tool and has many applications. The
polarization identity suggest the principle “it is often enough to know
what happens on the diagonal.”

In the context of the Jordan-von Neumann Theorem, it implies that
the scalar product can be recovered from its norm, as already men-
tioned above. This is in fact immediate now because if s(x, y) = 〈x, y〉,
then q(x) = ‖x‖2, so the polarization identity gives 〈x, y〉 in terms of
the norms of four other vectors.

Exercise 5.3. Use the result from Exercise 5.1 to prove that the norms
‖ · ‖p on `p are not generated by a scalar product for p 6= 2.

Given a scalar product on a space H, we always equip H with the
norm from Theorem 5.2(a) also. In particular, all constructions and
results on normed spaces can be used in this setting, and we have a
topology on H. The following observation generalizes the result from
Exercise 2.2(b) in this setting:

Corollary 5.4. The scalar product is continuous: if xn → x, yn → y,
then also 〈xn, yn〉 → 〈x, y〉.

Exercise 5.4. Deduce this from the Cauchy-Schwarz inequality.

As usual, complete spaces are particularly important, so they again
get a special name:

Definition 5.5. A complete space with scalar product is called a
Hilbert space.

Or we could say a Hilbert space is a Banach space whose norm comes
from a scalar product. By Example 5.1, `2 and L2 are Hilbert spaces
(we of course know that these are Banach spaces, so there’s nothing new
to check here). On the other hand, Exercise 5.3 says that `p cannot be
given a Hilbert space structure (that leaves the norm intact) if p 6= 2.
Hilbert spaces are very special Banach spaces. Roughly speaking, the
scalar product allows us to introduce angles between vectors, and this
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additional structure makes things much more pleasant. There is no
such notion on a general Banach space.

In particular, a scalar product leads to a natural notion of orthogo-
nality, and this can be used to great effect. In the sequel, H will always
assumed to be a Hilbert space. We say that x, y ∈ H are orthogonal if
〈x, y〉 = 0. In this case, we also write x ⊥ y. If M ⊂ H is an arbitrary
subset of H, we define its orthogonal complement by

M⊥ = {x ∈ H : 〈x,m〉 = 0 for all m ∈M}.

Exercise 5.5. Prove the following formula, which is reminiscent of the
Pythagorean theorem: If x ⊥ y, then

(5.3) ‖x+ y‖2 = ‖x‖2 + ‖y‖2.

Theorem 5.6. (a) M⊥ is a closed subspace of H.

(b) M⊥ = L(M)⊥ = L(M)
⊥

Here, L(M) denotes the linear span of M , that is, L(M) is the
smallest subspace containing M . A more explicit description is also
possible: L(M) = {

∑n
j=1 cjmj : cj ∈ C,mj ∈M,n ∈ N}

Proof. (a) To show that M⊥ is a subspace, let x, y ∈ M⊥. Then, for
arbitrary m ∈ M , 〈x + y,m〉 = 〈x,m〉 + 〈y,m〉 = 0, so x + y ∈ M⊥

also. A similar argument works for multiples of vectors from M⊥.
If xn ∈M⊥, x ∈ H, xn → x and m ∈M is again arbitrary, then, by

the continuity of the scalar product (Corollary 5.4),

〈x,m〉 = lim
n→∞
〈xn,m〉 = 0,

so x ∈M⊥ also and M⊥ turns out to be closed, as claimed.
(b) From the definition of A⊥, it is clear that A⊥ ⊃ B⊥ if A ⊂

B. Since obviously M ⊂ L(M) ⊂ L(M), we obtain that L(M)
⊥
⊂

L(M)⊥ ⊂ M⊥. On the other hand, if x ∈ M⊥, then 〈x,m〉 = 0 for all
m ∈M . Since the scalar product is linear in the second argument, this
implies that 〈x, y〉 = 0 for all y ∈ L(M). Since the scalar product is

also continuous, it now follows that in fact 〈x, z〉 = 0 for all z ∈ L(M),

that is, x ∈ L(M)
⊥

. �

Exercise 5.6. (a) Show that the closure of a subspace is a subspace

again. (This shows that L(M) can be described as the smallest closed
subspace containing M .)

(b) Show that L(M) ⊂ L(M).

(c) Show that it can happen that L(M) 6= L(M).
Suggestion: Consider M = {en : n ≥ 1} ⊂ `2.
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Theorem 5.7. Let M ⊂ H be a closed subspace of H, and let x ∈ H.
Then there exists a unique best approximation to x in M , that is, there
exists a unique y ∈M so that

‖x− y‖ = inf
m∈M

‖x−m‖.

Proof. Write d = infm∈M ‖x − m‖ and pick a sequence yn ∈ M with
‖x− yn‖ → d. The parallelogram identity (5.2) implies that

‖ym − yn‖2 = ‖(ym − x)− (yn − x)‖2

= 2‖ym − x‖2 + 2‖yn − x‖2 − ‖ym + yn − 2x‖2

= 2‖ym − x‖2 + 2‖yn − x‖2 − 4‖(1/2)(ym + yn)− x‖2.

Now if m,n→∞, then the first two terms in this final expression both
converge to 2d2, by the choice of yn. Since (1/2)(ym+yn) ∈M , we have
that ‖(1/2)(ym + yn) − x‖ ≥ d for all m, n. It follows ‖ym − yn‖ → 0
as m,n → ∞, so yn is a Cauchy sequence. Let y = limn→∞ yn. Since
M is closed, y ∈ M , and by the continuity of the norm, ‖x − y‖ =
lim ‖x− yn‖ = d, so y is a best approximation.

To prove the uniqueness of y, assume that y′ ∈ M also satisfies
‖x− y′‖ = d. Then, by the above calculation, with ym, yn replaced by
y, y′, we have that

‖y − y′‖2 = 2‖y − x‖2 + 2‖y′ − x‖2 − 4‖(1/2)(y + y′)− x‖2

= 4d2 − 4‖(1/2)(y + y′)− x‖2.

Again, since (1/2)(y + y′) ∈ M , this last norm is ≥ d, so the whole
expression is ≤ 0 and we must have that y = y′, as desired. �

These best approximations can be used to project orthogonally onto
closed subspaces of a Hilbert space. More precisely, we have the fol-
lowing:

Theorem 5.8. Let M ⊂ H be a closed subspace. Then every x ∈ H
has a unique representation of the form x = y+z, with y ∈M , z ∈M⊥.

Proof. Use Theorem 5.7 to define y ∈M as the best approximation to
x from M , that is, ‖x− y‖ ≤ ‖x−m‖ for all m ∈ M . Let z = x− y.
We want to show that z ∈M⊥. If w ∈M , w 6= 0, and c ∈ C, then

‖z‖2 ≤ ‖x− (y+ cw)‖2 = ‖z− cw‖2 = ‖z‖2 + |c|2 ‖w‖2− 2 Re c〈z, w〉.

In particular, with c = 〈w,z〉
‖w‖2 , this shows that |〈w, z〉|2 ≤ 0, so 〈w, z〉 = 0,

and since this holds for every w ∈M , we see that z ∈M⊥, as desired.
To show that the decomposition from Theorem 5.8 is unique, suppose

that x = y + z = y′ + z′, with y, y′ ∈ M , z, z′ ∈ M⊥. Then y − y′ =
z′ − z ∈M ∩M⊥ = {0}, so y = y′ and z = z′. �
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Corollary 5.9. For an arbitrary subset A ⊂ H, we have that A⊥⊥ =
L(A).

Proof. From the definition of (. . .)⊥, we see that B ⊂ B⊥⊥, so Theorem

5.6(b) implies that L(A) ⊂ A⊥⊥.
On the other hand, if x ∈ A⊥⊥, we can use Theorem 5.8 to write

x = y + z with y ∈ L(A), z ∈ L(A)
⊥

= A⊥. The last equality again
follows from Theorem 5.6(b). As just observed, we then also have that

y ∈ A⊥⊥ and thus z = x− y ∈ A⊥ ∩A⊥⊥ = {0}, so x = y ∈ L(A). �

We now introduce a linear operator that produces the decomposition
from Theorem 5.8. Let M ⊂ H be a closed subspace. We then define
PM : H → H, PMx = y, where y ∈ M is as in Theorem 5.8; PM is
called the (orthogonal) projection onto M .

Proposition 5.10. PM ∈ B(H), P 2
M = PM , and if M 6= {0}, then

‖PM‖ = 1.

Proof. We will only compute the operator norm of PM here.

Exercise 5.7. Prove that PM is linear and P 2
M = PM .

Write x = PMx+z. Then PMx ∈M , z ∈M⊥, so, by the Pythagorean
formula (5.3),

‖x‖2 = ‖PMx‖2 + ‖z‖2 ≥ ‖PMx‖2.

Thus PM ∈ B(H) and ‖PM‖ ≤ 1. On the other hand, if x ∈ M , then
PMx = x, so ‖PM‖ = 1 if M 6= {0}. �

We saw in Chapter 4 that (`2)∗ = `2, (L2)∗ = L2. This is no coinci-
dence.

Theorem 5.11 (Riesz Representation Theorem). Every F ∈ H∗ has
the form F (x) = 〈y, x〉, for some y = yF ∈ H. Moreover, ‖F‖ = ‖yF‖.

We can say more: conversely, every y ∈ H generates a bounded,
linear functional F = Fy via Fy(x) = 〈y, x〉. So we can define a map
I : H → H∗, y 7→ Fy. This map is injective (why?), and, by the
Riesz representation theorem, I is also surjective and isometric, so we
obtain an identification of H with H∗. We need to be a little careful
here, because I is antilinear, that is, Fy+z = Fy + Fz, as usual, but
Fcy = cFy.

Exercise 5.8. Deduce from this that Hilbert spaces are reflexive. If
we ignore the identification maps and just pretend that H = H∗ and
proceed formally, then this becomes obvious: H∗∗ = (H∗)∗ = H∗ =
H. Please give a careful argument. Recall that you really need to
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show that j(H) = H∗∗, where j was defined in Chapter 4. (This is
surprisingly awkward to write down; perhaps you want to use the fact
that F : X → C is antilinear precisely if F is linear.)

Exercise 5.9. Let X be a (complex) vector space and let F : X → C
be a linear functional, F 6= 0.
(a) Show that codim N(F ) = 1, that is, show that there exists a one-
dimensional subspace M ⊂ X, M ∩ N(F ) = {0}, M + N(F ) = X.
(This is an immediate consequence of linear algebra facts, but you can
also do it by hand.)
(b) Let F,G be linear functionals with N(F ) = N(G). Then F = cG
for some c ∈ C, c 6= 0.

Proof of Theorem 5.11. This is surprisingly easy; Exercise 5.9 provides
the motivation for the following argument and also explains why this
procedure (take an arbitrary vector from N(F )⊥) works.

If F = 0, we can of course just take y = 0. If F 6= 0, then N(F ) 6= H,
and N(F ) is a closed subspace because F is continuous. Therefore,
Theorem 5.8 shows that N(F )⊥ 6= {0}. Pick a vector z ∈ N(F )⊥,
z 6= 0. Then, for arbitrary x ∈ H, F (z)x− F (x)z ∈ N(F ), so

0 = 〈z, F (z)x− F (x)z〉 = F (z)〈z, x〉 − F (x)‖z‖2.

Rearranging, we obtain that F (x) = 〈y, x〉, with y = F (z)
‖z‖2 z.

Since |〈y, x〉| ≤ ‖y‖ ‖x‖, we have that ‖F‖ ≤ ‖y‖. On the other
hand, F (y) = ‖y‖2, so ‖F‖ = ‖y‖. �

Exercise 5.10. Corollary 4.2(b), when combined with the Riesz Repre-
sentation Theorem, implies that

‖x‖ = sup
‖y‖=1

|〈y, x〉| .

Give a quick direct proof of this fact.

Exercise 5.11. We don’t need the Hahn-Banach Theorem on Hilbert
spaces because the Riesz Representation Theorem gives a much more
explicit description of the dual space. Show that it in fact implies
the following stronger version of Hahn-Banach: If F0 : H0 → C is a
bounded linear functional on a subspace H0, then there exists a unique
bounded linear extension F : H → C with ‖F‖ = ‖F0‖.

Remark: If you want to avoid using the Hahn-Banach Theorem here,
you could as a first step extend F0 to H0, by using Exercise 2.26.

The Riesz Representation Theorem also shows that on a Hilbert
space, xn

w−→ x if and only if 〈y, xn〉 → 〈y, x〉; compare Exercise 4.7.
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Exercise 5.12. Assume that xn
w−→ x.

(a) Show that ‖x‖ ≤ lim infn→∞ ‖xn‖.
(b) Show that it can happen that ‖x‖ < lim inf ‖xn‖.
(c) On the other hand, if ‖xn‖ → ‖x‖, then ‖xn−x‖ → 0 (prove this).

As our final topic in this chapter, we discuss orthonormal bases in
Hilbert spaces.

Definition 5.12. A subset {xα : α ∈ I} is called an orthogonal system
if 〈xα, xβ〉 = 0 for all α 6= β. If, in addition, all xα are normalized
(so 〈xα, xβ〉 = δαβ), we call {xα} an orthonormal system (ONS). A
maximal ONS is called an orthonormal basis (ONB).

Theorem 5.13. Every Hilbert space has an ONB. Moreover, any ONS
can be extended to an ONB.

This looks very plausible (if an ONS isn’t maximal yet, just keep
adding vectors). The formal proof depends on Zorn’s Lemma; we don’t
want to do it here.

Theorem 5.14. Let {xα} be an ONB. Then, for every y ∈ H, we have
that

y =
∑
α∈I

〈xα, y〉xα,

‖y‖2 =
∑
α∈I

|〈xα, y〉|2 (Parseval’s identity).

If, conversely, cα ∈ C,
∑

α∈I |cα|2 < ∞, then the series
∑

α∈I cαxα
converges to an element y ∈ H.

To make this precise, we need to define sums over arbitrary index
sets. We encountered this problem before, in Chapter 2, when defining
the space `2(I), and we will use the same procedure here:

∑
α∈I wα = z

means that wα 6= 0 for at most countably many α ∈ I and if {αn} is

an arbitrary enumeration of these α’s, then limN→∞
∑N

n=1wαn = z. In
this definition, we can have wα, z ∈ H or ∈ C. In this latter case,
we can also again use counting measure on I to obtain a more elegant
formulation.

Theorem 5.14 can now be rephrased in a more abstract way. Consider
the map

U : H → `2(I), (Uy)α = 〈xα, y〉.
Theorem 5.14 says that this is well defined, bijective, and isometric.
Moreover, U is also obviously linear. So, summing up, we have a bijec-
tion U ∈ B(H, `2) that also preserves the scalar product: 〈Ux, Uy〉 =
〈x, y〉.
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Exercise 5.13. Prove this last statement. Hint: Polarization!

Such maps are called unitary; they preserve the complete Hilbert
space structure. In other words, we can now say that Theorem 5.14
shows that H ∼= `2(I) for an arbitrary Hilbert space H; more specifi-
cally, I can be taken as the index set of an ONB. So we have a one-
size-fits-all model space, namely `2(I); there is no such universal model
for Banach spaces.

There is a version of Theorem 5.14 for ONS; actually, we will prove
the two results together.

Theorem 5.15. Let {xα} be an ONS. Then, for every y ∈ H, we have
that

PL(xα) y =
∑
α∈I

〈xα, y〉xα,

‖y‖2 ≥
∑
α∈I

|〈xα, y〉|2 (Bessel’s inequality).

Proof of Theorems 5.14, 5.15. We start by establishing Bessel’s inequal-
ity for finite ONS {x1, . . . , xN}. Let y ∈ H and write

y =
N∑
n=1

〈xn, y〉xn +

(
y −

N∑
n=1

〈xn, y〉xn

)
.

A calculation shows that the two terms on the right-hand side are
orthogonal, so

‖y‖2 =

∥∥∥∥∥
N∑
n=1

〈xn, y〉xn

∥∥∥∥∥
2

+

∥∥∥∥∥y −
N∑
n=1

〈xn, y〉xn

∥∥∥∥∥
2

=
N∑
n=1

|〈xn, y〉|2 +

∥∥∥∥∥y −
N∑
n=1

〈xn, y〉xn

∥∥∥∥∥
2

≥
N∑
n=1

|〈xn, y〉|2.

This is Bessel’s inequality for finite ONS. It now follows that the sets
{α ∈ I : |〈xα, y〉| ≥ 1/n} are finite, so {α : 〈xα, y〉 6= 0} is countable.
Let {α1, α2, . . .} be an enumeration. Then, by Bessel’s inequality (we’re

still referring to the version for finite ONS), limN→∞
∑N

n=1 |〈xαn , y〉|2
exists, and, since we have absolute convergence here, the limit is inde-
pendent of the enumeration. If we recall how

∑
α∈I . . . was defined, we

see that we have proved the general version of Bessel’s inequality.
As the next step, define yn =

∑n
j=1〈xαj , y〉xαj . If n ≥ m (say), then

‖ym − yn‖2 =

∥∥∥∥∥
n∑

j=m+1

〈xαj , y〉xαj

∥∥∥∥∥
2

=
n∑

j=m+1

∣∣〈xαj , y〉∣∣2 .
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This shows that yn is a Cauchy sequence. Let y′ = lim yn =
∑∞

j=1〈xαj , y〉xαj .
By the continuity of the scalar product,

〈xαk , y − y′〉 = 〈xαk , y〉 −
∞∑
j=1

〈xαj , y〉δjk = 0

for all k ∈ N, and if α ∈ I \ {αj}, then we also obtain that

〈xα, y − y′〉 = −〈xα, y′〉 = −
∞∑
j=1

〈xαj , y〉〈xα, xαj〉 = 0.

So y − y′ ∈ {xα}⊥ = L(xα)
⊥

, and, by its construction, y′ ∈ L(xα).
Thus y′ = PL(xα) y, as claimed in Theorem 5.15. It now also follows

that
∑

α∈I〈xα, y〉xα exists because we always obtain the same limit
y′ = PL(xα) y, no matter how the αj are arranged.

To obtain Theorem 5.14, we observe that if {xα} is an ONB, then

L(xα) = H. Indeed, if this were not true, then the closed subspace

L(xα) would have to have a non-zero orthogonal complement, by The-
orem 5.8, and we could pass to a bigger ONS by adding a normalized
vector from this orthogonal complement. So L(xα) = H if {xα} is an
ONB, but then also y′ = y, and Parseval’s identity now follows from
the continuity of the norm:

‖y‖2 = lim
N→∞

∥∥∥∥∥
N∑
i=1

〈xαi , y〉xαi

∥∥∥∥∥
2

= lim
N→∞

N∑
i=1

|〈xαi , y〉|
2 =

∑
α∈I

|〈xα, y〉|2

Finally, similar arguments show that
∑
cαxα exists for c ∈ `2(I)

(consider the partial sums and check that these form a Cauchy se-
quence). �

We can try to summarize this as follows: once an ONB is fixed, we
may use the coefficients with respect to this ONB to manipulate vec-
tors; in particular, there is an easy formula (Parseval’s identity) that
will give the norm in terms of these coefficients. The situation is quite
similar to linear algebra: coefficients with respect to a fixed basis is all
we need to know about vectors. Note, however, that ONB’s are not
bases in the sense of linear algebra: we use infinite linear combina-
tions (properly defined as limits) to represent vectors. Algebraic bases
on infinite-dimensional Hilbert spaces exist, too, but they are almost
entirely useless (for example, they can never be countable).

Exercise 5.14. Show that {en : n ∈ N} is an ONB of `2 = `2(N).
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Exercise 5.15. Show that {einx : n ∈ Z} is an ONB of L2
(
(−π, π); dx

2π

)
.

Suggestion: You should not try to prove the maximality directly,
but rather refer to suitable facts from Analysis (continuous functions
are dense in L2, and they can be uniformly approximated, on compact
sets, by trigonometric polynomials).

Exercise 5.16. (a) For f ∈ L2(−π, π), define the nth Fourier coefficient
as

f̂n =

∫ π

−π
f(x)e−inx dx,

and use the result from Exercise 5.15 to establish the following formula,
which is also known as Parseval’s identity:

∞∑
n=−∞

∣∣∣f̂n∣∣∣2 = 2π

∫ π

−π
|f(x)|2 dx

(b) Prove that
∞∑
n=1

1

n2
=
π2

6
.

Suggestion: Part (a) with f(x) = x.

Exercise 5.17. The Rademacher functions R0(x) = 1,

Rn(x) =

{
1 x ∈

⋃2n−1−1
k=0 [k21−n, (2k + 1)2−n)

−1 else

form an ONS, but not an ONB in L2(0, 1). (Please plot the first few
functions to get your bearings here.)

Exercise 5.18. (a) Let U : H1 → H2 be a unitary map between Hilbert
spaces, and let {xα} be an ONB of H1. Show that {Uxα} is an ONB
of H2.
(b) Conversely, let U : H1 → H2 be a linear map that maps an ONB
to an ONB again. Show that U is unitary.

Exercise 5.19. Show that a Hilbert space is separable precisely if it has
a countable ONB.
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6. Operators in Hilbert spaces

Let H be a Hilbert space. In this chapter, we are interested in
basic properties of operators T ∈ B(H) on this Hilbert space. First
of all, we would like to define an adjoint operator T ∗, and its defining
property should be given by 〈T ∗y, x〉 = 〈y, Tx〉. It is not completely
clear, however, that this indeed defines a new operator T ∗. To make
this idea precise, we proceed as follows: Fix y ∈ H and consider the
map H → C, x 7→ 〈y, Tx〉. It is clear that this is a linear map, and

|〈y, Tx〉| ≤ ‖y‖ ‖Tx‖ ≤ ‖y‖ ‖T‖ ‖x‖,

so the map is also bounded. By the Riesz Representation Theorem,
there exists a unique vector z = zy ∈ H so that 〈y, Tx〉 = 〈zy, x〉
for all x ∈ H. We can now define a map T ∗ : H → H, T ∗y = zy.
By construction, we then indeed have that 〈T ∗y, x〉 = 〈y, Tx〉 for all
x, y ∈ H; conversely, this condition uniquely determines T ∗y for all
y ∈ H. We call T ∗ the adjoint operator (of T ).

Theorem 6.1. Let S, T ∈ B(H), c ∈ C. Then:
(a) T ∗ ∈ B(H);
(b) (S + T )∗ = S∗ + T ∗, (cT )∗ = cT ∗;
(c) (ST )∗ = T ∗S∗;
(d) T ∗∗ = T ;
(e) If T is invertible, then T ∗ is also invertible and (T ∗)−1 = (T−1)∗;
(f) ‖T‖ = ‖T ∗‖, ‖TT ∗‖ = ‖T ∗T‖ = ‖T‖2 (the C∗ property)

Here, we call T ∈ B(H) invertible (it would be more precise to say:
invertible in B(H)) if there exists an S ∈ B(H) so that ST = TS = 1.
In this case, S with these properties is unique and we call it the inverse
of T and write S = T−1. Notice that this version of invertibility requires
more than just injectivity of T as a map: we also require the inverse
map to be continuous and defined everywhere on H (and linear, but
this is automatic). So we can also say that T ∈ B(H) is invertible (in
this sense) precisely if T is bijective on H and has a continuous inverse.
Actually, Corollary 3.3 shows that this continuity is automatic also, so
T ∈ B(H) is invertible precisely if T is a bijective map.

Exercise 6.1. (a) Show that it is not enough to have just one of the
equations ST = 1, TS = 1: Construct two non-invertible maps S, T ∈
B(H) (on some Hilbert space H; H = `2 seems a good choice) that
nevertheless satisfy ST = 1.
(b) However, if H is finite-dimensional and ST = 1, then both S and
T will be invertible. Prove this.
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Proof. (a) The (anti-)linearity of the scalar product implies that T ∗ is
linear; for example, 〈cT ∗y, x〉 = 〈T ∗y, cx〉 = 〈y, T (cx)〉 = 〈cy, Tx〉 for
all x ∈ H, so T ∗(cy) = cT ∗y. Furthermore,

sup
‖y‖=1

‖T ∗y‖ = sup
‖x‖=‖y‖=1

|〈T ∗y, x〉| = sup
‖x‖=‖y‖=1

|〈y, Tx〉| = ‖T‖,

so T ∗ ∈ B(H) and ‖T ∗‖ = ‖T‖.
Parts (b), (c) follow directly from the definition of the adjoint op-

erator. For example, to verify (c), we just observe that 〈y, STx〉 =
〈S∗y, Tx〉 = 〈T ∗S∗y, x〉, so (ST )∗y = T ∗S∗y.

(d) We have that 〈y, T ∗x〉 = 〈T ∗x, y〉 = 〈x, Ty〉 = 〈Ty, x〉, thus
T ∗∗y = Ty.

(e) Obviously, 1∗ = 1. So if we take adjoints in TT−1 = T−1T = 1
and use (c), we obtain that (T−1)∗T ∗ = T ∗(T−1)∗ = 1, and since
(T−1)∗ ∈ B(H), this says that T ∗ is invertible and (T ∗)−1 = (T−1)∗.

(f) We already saw in the proof of part (a) that ‖T ∗‖ = ‖T‖. It is
then also clear that ‖T ∗T‖ ≤ ‖T ∗‖‖T‖ = ‖T‖2. On the other hand,

‖T ∗T‖ = sup
‖x‖=‖y‖=1

|〈y, T ∗Tx〉| ≥ sup
‖x‖=1

|〈x, T ∗Tx〉| = sup
‖x‖=1

‖Tx‖2 = ‖T‖2,

so ‖T ∗T‖ = ‖T‖2. If applied to T ∗ in place of T , this also gives that
‖TT ∗‖ = ‖T ∗∗T ∗‖ = ‖T ∗‖2 = ‖T‖2. �

Theorem 6.2. Let T ∈ B(H). Then N(T ∗) = R(T )⊥.

Proof. We have x ∈ N(T ∗) precisely if 〈T ∗x, y〉 = 0 for all y ∈ H, and
this happens if and only if 〈x, Ty〉 = 0 (y ∈ H). This, in turn, holds if
and only if x ∈ R(T )⊥. �

We will be especially interested in Hilbert space operators with ad-
ditional properties.

Definition 6.3. Let T ∈ B(H). We call T self-adjoint if T = T ∗,
unitary if TT ∗ = T ∗T = 1 and normal if TT ∗ = T ∗T .

So self-adjoint and unitary operators are also normal. We introduced
unitary operators earlier, in Chapter 5, in the more general setting of
operators between two Hilbert spaces; recall that we originally defined
these as maps that preserve the complete Hilbert space structure (that
is, the algebraic structure and the scalar product). Theorem 6.4(b)
below will make it clear that the new definition is equivalent to the old
one (for maps on one space). Also, notice that U is unitary precisely
if U is invertible (in B(H), as above) and U−1 = U∗.

Here are some additional reformulations:



Operators in Hilbert spaces 63

Theorem 6.4. Let U ∈ B(H). Then the following statements are
equivalent:
(a) U is unitary;
(b) U is bijective and 〈Ux, Uy〉 = 〈x, y〉 for all x, y ∈ H;
(c) U is surjective and isometric (that is, ‖Ux‖ = ‖x‖ for all x ∈ H).

Exercise 6.2. Prove Theorem 6.4. Suggestion: Use polarization to de-
rive (b) from (c).

We now take a second look at (orthogonal) projections. Recall that,
by definition, the projection on M (where M ⊂ H is a closed subspace)
is the operator that sends x ∈ H to y ∈M , where y is the part from M
in the (unique) decomposition x = y + z, y ∈ M , z ∈ M⊥. If P = PM
is such a projection, then it has the following properties: P 2 = P (see
Proposition 5.10), R(P ) = M , N(P ) = M⊥

Exercise 6.3. Prove these latter two properties. Also, show that Px = x
if and only if x ∈M = R(P ).

Theorem 6.5. Let P ∈ B(H). Then the following are equivalent:
(a) P is a projection;
(b) 1− P is a projection;
(c) P 2 = P and R(P ) = N(P )⊥;
(d) P 2 = P and P is self-adjoint;
(e) P 2 = P and P is normal.

Proof. (a) =⇒ (b): It is clear from the definition of PM and the fact
that M⊥⊥ = M that 1 − P is the projection onto M⊥ if P is the
projection onto M .

(b) =⇒ (a): This is the same statement, applied to 1 − P in place
of P .

(a) =⇒ (c): This was already observed above, see Exercise 6.3.
(c) =⇒ (a): If y ∈ R(P ), so y = Pu for some u ∈ H, then we obtain

that Py = P 2u = Pu = y. On the other hand, if z ∈ R(P )⊥ = N(P )
(we make use of the fact that N(P ) is a closed subspace, because
P is continuous), then Pz = 0. Now let x ∈ H be arbitrary and use
Theorem 5.8 to decompose x = y+z, y ∈ R(P ), z ∈ R(P )⊥. Note that
R(P ) is a closed subspace because it is the orthogonal complement of
N(P ) by assumption. By our earlier observations, Px = Py+Pz = y,
so indeed P is the projection on R(P ).

(a) =⇒ (d): Again, we already know that P 2 = P . Moreover, for
arbitrary x, y ∈ H, we have that

(6.1) 〈Px, Py〉 = 〈x, Py〉 = 〈Px, y〉,
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because, for example, x = Px + (1 − P )x, but (1 − P )x ⊥ Py. The
second equality in (6.1) says that P ∗ = P , as desired.

(d) =⇒ (e) is trivial.
(e) =⇒ (c): Since P is normal, we have that

‖Px‖2 = 〈Px, Px〉 = 〈P ∗Px, x〉 = 〈PP ∗x, x〉 = ‖P ∗x‖2.

In particular, this implies that N(P ) = N(P ∗), and Theorem 6.2 then
shows that N(P ) = R(P )⊥. We could finish the proof by passing to the
orthogonal complements here if we also knew that R(P ) is closed. We
will establish this by showing that R(P ) = N(1− P ) (which is closed,
being the null space of a continuous operator). Clearly, if x ∈ R(P ),
then x = Py for some y ∈ H and thus (1 − P )x = P 2y − Py = 0, so
x ∈ N(1− P ). Conversely, if x ∈ N(1− P ), then x = Px ∈ R(P ). �

For later use, we also note the following technical property of pro-
jections:

Proposition 6.6. Let P,Q be projections. Then PQ is a projection if
and only if PQ = QP . In this case, R(PQ) = R(P ) ∩R(Q).

Proof. If PQ is a projection, then it satisfies condition (d) from Theo-
rem 6.5, so PQ = (PQ)∗ = Q∗P ∗ = QP . Conversely, if we assume that
PQ = QP , then the same calculation shows that PQ is self-adjoint.
Since we also have that (PQ)2 = PQPQ = PPQQ = P 2Q2 = PQ, it
now follows from Theorem 6.5 that PQ is a projection.

To find its range, we observe that R(PQ) ⊂ R(P ), but also R(PQ) =
R(QP ) ⊂ R(Q), so R(PQ) ⊂ R(P ) ∩ R(Q). On the other hand,
if x ∈ R(P ) ∩ R(Q), then Px = Qx = x, so PQx = x and thus
x ∈ R(PQ). �

On the finite-dimensional Hilbert space H = Cn, every operator
T ∈ B(Cn) (equivalently, every matrix T ∈ Cn×n) can be brought to a
relatively simple canonical form (the Jordan normal form) by a change
of basis. In fact, usually operators are diagonalizable.

Exercise 6.4. Can you establish the following precise version: The set
of diagonalizable matrices contains a dense open subset of Cn×n, where
we use the topology generated by the operator norm. (In fact, by
Theorem 2.15, any other norm will give the same topology.)

The situation on infinite-dimensional Hilbert spaces is much more
complicated. We cannot hope for a normal form theory for general
Hilbert space operators. In fact, the following much more modest ques-
tion is a famous long-standing open problem:
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Does every T ∈ B(H) have a non-trivial invariant subspace?
(the invariant subspace problem)

Here, a closed subspace M ⊂ H is called invariant if TM ⊂ M ; the
trivial invariant subspaces are {0} and H.

Exercise 6.5. (a) Show that every T ∈ Cn×n = B(Cn) has a non-trivial
invariant subspace.
(b) Show that L({T nx : n ≥ 1}) is an invariant subspace (possibly triv-
ial) for every x ∈ H.
(c) Deduce from (b) that every T ∈ B(H) on a non-separable Hilbert
space H has a non-trivial invariant subspace.

Of course, we wouldn’t really gain very much even from a positive
answer to the invariant subspace problem; this would just make sure
that every operator has some smaller part that could be considered
separately. The fact that the invariant subspace problem is univer-
sally recognized as an exceedingly hard problem makes any attempt
at a general structure theory for Hilbert space operators completely
hopeless.

We will therefore focus on normal operators, which form an especially
important subclass of Hilbert space operators. Here, we will be able to
develop a powerful theory. The fundamental result here is the spectral
theorem; we will prove this in Chapter 10, after a few detours. It is
also useful to recall from linear algebra that a normal matrix T ∈ Cn×n

can be diagonalized; in fact, this is done by changing from the original
basis to a new ONB, consisting of the eigenvectors of T .

Generally speaking, the eigenvalues and eigenvectors of a matrix take
center stage in the analysis in the finite-dimensional setting, so it seems
a good idea to try to generalize these notions. We do this as follows
(actually, we only generalize the concept of an eigenvalue here):

Definition 6.7. For T ∈ B(H), define

ρ(T ) = {z ∈ C : T − z is invertible in B(H)},
σ(T ) = C \ ρ(T ).

We call ρ(T ) the resolvent set of T and σ(T ) the spectrum of T .

Exercise 6.6. Show that σ(T ) is exactly the set of eigenvalues of T if
T ∈ B(Cn) is a matrix.

This confirms that we may hope to have made a good definition, but
perhaps the more obvious try would actually have gone as follows: Call
z ∈ C an eigenvalue of T ∈ B(H) if there exists an x ∈ H, x 6= 0, so
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that Hx = zx, and introduce σp(T ) as the set of eigenvalues of T ; we
also call σp(T ) the point spectrum of T .

However, this doesn’t work very well in the infinite-dimensional set-
ting:

Exercise 6.7. Consider the operator S ∈ `2(Z), (Sx)n = xn+1 (S as in
shift), and prove the following facts about S:
(a) S is unitary;
(b) σp(S) = ∅.

We can also obtain an example of a self-adjoint operator with no
eigenvalues from this, by letting T = S + S∗. Then T = T ∗ (obvious),
and again σp(T ) = ∅ (not obvious, and in fact you will probably need
to use a few facts about difference equations to prove this; this part of
the problem is optional).

Exercise 6.8. Show that σp ⊂ σ.

Exercise 6.9. Here’s another self-adjoint operator with no eigenvalues;
compare Exercise 6.7. Define T : L2(0, 1) → L2(0, 1) by (Tf)(x) =
xf(x).
(a) Show that T ∈ B(L2(0, 1)) and T = T ∗, and compute ‖T‖.
(b) Show that σp(T ) = ∅. Can you also show that σ(T ) = [0, 1]?

Exercise 6.10. Let s(x, y) be a sesquilinear form that is bounded in the
sense that

M ≡ sup
‖x‖=‖y‖=1

|s(x, y)| <∞.

Show that there is a unique operator T ∈ B(H) so that s(x, y) =
〈x, Ty〉. Show also that ‖T‖ = M .

Hint: Apply the Riesz Representation Theorem to the map x 7→
s(x, y), for fixed but arbitrary y ∈ H.

Exercise 6.11. Let T : H → H be a linear operator, and assume that
〈Tx, y〉 = 〈x, Ty〉 for all x, y ∈ H. Show that T is bounded (the
Hellinger-Toeplitz Theorem).
Suggestion: Show that T is closed and apply the closed graph theorem.
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7. Banach algebras

Definition 7.1. A is called a Banach algebra (with unit) if: (1) A is
a Banach space;
(2) There is a multiplication A× A → A that has the following prop-
erties:

(xy)z = x(yz), (x+ y)z = xz + yz, x(y + z) = xy + xz,

c(xy) = (cx)y = x(cy)

for all x, y, z ∈ A, c ∈ C. Moreover, there is a unit element e: ex =
xe = x for all x ∈ A;
(3) ‖e‖ = 1;
(4) ‖xy‖ ≤ ‖x‖ ‖y‖ for all x, y ∈ A.

So a Banach algebra is an algebra (a vector space with multiplication,
satisfying the usual algebraic rules) and also a Banach space, and these
two structures are compatible (see conditions (3), (4)).

At the end of the last chapter, we decided to try to analyze normal
operators on a Hilbert space H. Banach algebras will prove useful here,
because of the following:

Example 7.1. If X is a Banach space, then A = B(X) is a Banach
algebra, with the composition of operators as multiplication and the
operator norm. Indeed, we know from Theorem 2.12(b) that A is a
Banach space, and composition of operators has the properties from
(2) of Definition 7.1. The identity operator 1 is the unit element; of
course ‖1‖ = sup‖x‖=1 ‖x‖ = 1, as required, and (4) was discussed in
Exercise 2.25.

Of course, there are more examples:

Example 7.2. A = C with the usual multiplication and the absolute
value as norm is a Banach algebra.

Example 7.3. A = C(K) with the pointwise multiplication (fg)(x) =
f(x)g(x) is a Banach algebra. Most properties are obvious. The unit
element is the function e(x) ≡ 1; clearly, this has norm 1, as required.
To verify (4), notice that

‖fg‖ = max
x∈K
|f(x)g(x)| ≤ max

x∈K
|f(x)|max

x∈K
|g(x)| = ‖f‖ ‖g‖.

Example 7.4. Similarly, A = L∞ and A = `∞ with the pointwise mul-
tiplication are Banach algebras.

Notice that the last three examples are in fact commutative Banach
algebras, that is, xy = yx for all x, y ∈ A. On the other hand, B(X)
is not commutative if dimX > 1.
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Example 7.5. A = L1(R) with the convolution product

(fg)(x) = (f ∗ g)(x) =

∫ ∞
−∞

f(t)g(x− t) dt

satisfies most of the properties from Definition 7.1, but does not have
a unit element, so this would provide an example of a Banach algebra
without a unit.

On the other hand, the discrete analog A = `1(Z) with the convolu-
tion product

(xy)n =
∞∑

j=−∞

xjyn−j

is a Banach algebra with unit. Both L1 and `1 are commutative.

Exercise 7.1. Prove the claims about the unit elements: Show that
there is no function f ∈ L1(R) so that f ∗ g = g ∗ f = g for all
g ∈ L1(R). Also, find the unit element e of `1(Z).

We now start to develop the general theory of Banach algebras.

Theorem 7.2. Multiplication is continuous in Banach algebras: If
xn → x, yn → y, then xnyn → xy.

Proof.

‖xnyn − xy‖ ≤ ‖(xn − x)yn‖+ ‖x(yn − y)‖
≤ ‖xn − x‖ ‖yn‖+ ‖x‖ ‖yn − y‖ → 0

�

We call x ∈ A invertible if there exists y ∈ A so that xy = yx = e.
Note that on the Banach algebra B(H), this reproduces the definition
of invertibility in B(H) that was given earlier, in Chapter 6. Returning
to the general situation, we observe that if x ∈ A is invertible, then
y with these properties is unique. We write y = x−1 and call x−1 the
inverse of x. We denote the set of invertible elements by G(A). Here,
the choice of symbol is motivated by the fact that G(A) is a group, with
multiplication as the group operation. Indeed, we have that xy ∈ G(A)
and x−1 ∈ G(A) if x, y ∈ G(A); this can be verified by just writing
down the inverses: (xy)−1 = y−1x−1, (x−1)−1 = x. Moreover, e ∈ G(A)
(e−1 = e), and of course multiplication is associative.

If A,B are algebras, then a map φ : A→ B is called a homomorphism
if it preserves the algebraic structure. More precisely, we demand that
φ is linear (as a map between vector spaces) and φ(xy) = φ(x)φ(y)
for all x, y ∈ A. If B = C here and φ 6≡ 0, we call φ a complex
homomorphism.
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Proposition 7.3. Let φ be a complex homomorphism. Then φ(e) = 1
and φ(x) 6= 0 for all x ∈ G(A).

Proof. Since φ 6≡ 0, there is a y ∈ A with φ(y) 6= 0. Since φ(y) =
φ(ey) = φ(e)φ(y), it follows that φ(e) = 1. If x ∈ G(A), then
φ(x)φ(x−1) = φ(e) = 1, so φ(x) 6= 0. �

Exercise 7.2. Let A be an algebra, with unit e. True or false:
(a) fx = x for all x ∈ A =⇒ f = e;
(b) 0x = 0 for all x ∈ A;
(c) xy = 0 =⇒ x = 0 or y = 0;
(d) xy = zx = e =⇒ x ∈ G(A) and y = z = x−1;
(e) xy, yx ∈ G(A) =⇒ x, y ∈ G(A);
(f) xy = e =⇒ x ∈ G(A) or y ∈ G(A);
(g) If B is another algebra with unit e′ and φ : A→ B is a homomor-
phism, φ 6≡ 0, then φ(e) = e′.

Theorem 7.4. Let A be a Banach algebra. If x ∈ A, ‖x‖ < 1, then
e− x ∈ G(A) and

(7.1) (e− x)−1 =
∞∑
n=0

xn.

Moreover, if φ is a complex homomorphism, then |φ(x)| < 1.

Here, we define xn = xx · · ·x as the n-fold product of x with itself,
and x0 := e. The series from (7.1) is then defined, as usual, as the
norm limit of the partial sums (existence of this limit is part of the
statement, of course). It generalizes the geometric series to the Banach
algebra setting and is called the Neumann series.

Proof. Property (4) from Definition 7.1 implies that ‖xn‖ ≤ ‖x‖n.
Since ‖x‖ < 1, we now see that

∑
‖xn‖ converges. It follows that

the Neumann series converges, too (see Exercise 2.22). By the conti-
nuity of the multiplication in A,

(e− x)
∞∑
n=0

xn = (e− x) lim
N→∞

N∑
n=0

xn = lim
N→∞

(e− x)
N∑
n=0

xn

= lim
N→∞

(
N∑
n=0

xn −
N∑
n=0

xn+1

)
= lim

N→∞

(
e− xN+1

)
= e.

A similar calculation shows that (
∑∞

n=0 x
n) (e − x) = e, so indeed

e− x ∈ G(A) and the inverse is given by (7.1).
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If c ∈ C, |c| ≥ 1, then, by what has just been shown, e − (1/c)x ∈
G(A), so φ(e − (1/c)x) = 1 − (1/c)φ(x) 6= 0 by Proposition 7.3, that
is, φ(x) 6= c. �

Corollary 7.5. (a) G(A) is open. More precisely, if x ∈ G(A) and
‖h‖ < 1

‖x−1‖ , then x+ h ∈ G(A) also.

(b) If φ is a complex homomorphism, then φ ∈ A∗ and ‖φ‖ = 1.

Proof. (a) Write x+ h = x(e+ x−1h). Since ‖x−1h‖ ≤ ‖x−1‖ ‖h‖ < 1,
Theorem 7.4 shows that e + x−1h ∈ G(A). Since also x ∈ G(A) and
G(A) is a group, it follows that x+ h ∈ G(A), too.

(b) The last part of Theorem 7.4 says that φ is bounded and ‖φ‖ ≤ 1.
Since φ(e) = 1 and ‖e‖ = 1, it follows that ‖φ‖ = 1. �

Exercise 7.3. We can also run a more quantitative version of the argu-
ment from (a) to obtain the following: Inversion in Banach algebras is
a continuous operation. More precisely, if x ∈ G(A) and ε > 0, then
there exists δ > 0 so that y ∈ G(A) and ‖y−1−x−1‖ < ε if ‖y−x‖ < δ.
Prove this.

We now introduce the Banach algebra version of Definition 6.7.

Definition 7.6. Let x ∈ A. Then we define

ρ(x) = {z ∈ C : x− ze ∈ G(A)},
σ(x) = C \ ρ(x),

r(x) = sup{|z| : z ∈ σ(x)}.

We call ρ(x) the resolvent set, σ(x) the spectrum, and r(x) the spectral
radius of x. Also, (x − ze)−1, which is defined for z ∈ ρ(x), is called
the resolvent of x.

Theorem 7.7. (a) ρ(x) is an open subset of C.
(b) The resolvent R(z) = (x−ze)−1 admits power series representations
about every point z0 ∈ ρ(x). More specifically, if z0 ∈ ρ(x), then there
exists r > 0 so that {z : |z − z0| < r} ⊂ ρ(x) and

(x− ze)−1 =
∞∑
n=0

(x− z0e)
−n−1(z − z0)n

for all z with |z − z0| < r.

Here we define y−n, for n ≥ 0 and invertible y, as y−n = (y−1)n.
More succinctly, we can say that the resolvent R(z) is a holomorphic
function (which takes values in a Banach algebra) on ρ(x); we then
simply define this notion by the property from Theorem 7.7(b).
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Proof. (a) This is an immediate consequence of Corollary 7.5 because
‖x− ze− (x− z0)e‖ = |z − z0|.

(b) As in (a) and the proof of Corollary 7.5(a), we see that Br(z0) ⊂
ρ(x) if we take r = 1/‖(x−z0e)

−1‖. Moreover, we can use the Neumann
series to expand R(z), as follows:

(x− ze)−1 =
[
(e− (z − z0)(x− z0e)

−1)(x− z0e)
]−1

= (x− z0e)
−1
[
e− (z − z0)(x− z0e)

−1
]−1

= (x− z0e)
−1

∞∑
n=0

(x− z0e)
−n(z − z0)n

=
∞∑
n=0

(x− z0e)
−n−1(z − z0)n

We have used the continuity of the multiplication in the last step. �

Theorem 7.8. (a) σ(x) is a compact, non-empty subset of C.
(b) r(x) = infn∈N ‖xn‖1/n = limn→∞ ‖xn‖1/n

The existence of the limit in part (b) is part of the statement. Note
also that ‖xn‖ ≤ ‖x‖n, by using property (4) from Definition 7.1 repeat-
edly, so we always have that r(x) ≤ ‖x‖. Strict inequality is possible
here.

The inconspicuous spectral radius formula from part (b) has a rather
remarkable property: r(x) is a purely algebraic quantity (to work out
r(x), find the biggest |z| for which x−ze does not have a multiplicative
inverse), but nevertheless r(x) is closely related to the norm on A via
the spectral radius formula.

Proof. (a) We know from Theorem 7.7(a) that σ(x) = C\ρ(x) is closed.
Moreover, if |z| > ‖x‖, then x − ze = (−z)(e − (1/z)x) ∈ G(A) by
Theorem 7.4, so σ(x) is also bounded and thus a compact subset of C.

We also obtain the representation

(7.2) (x− ze)−1 = −
∞∑
n=0

z−n−1xn

from Theorem 7.4; this is valid for |z| > ‖x‖. Suppose now that we
had σ(x) = ∅. For an arbitrary F ∈ A∗, we can introduce the function
g : ρ(x) → C, g(z) = F ((x − ze)−1). Since we are assuming that
σ(x) = ∅, this function is really defined on all of C. Moreover, by using
Theorem 7.7(b) and the continuity of F , we see that g has convergent
power series representations about every point and thus is holomorphic
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(in the traditional sense). If |z| ≥ 2‖x‖, then (7.2) yields

|g(z)| =

∣∣∣∣∣F
(
∞∑
n=0

z−n−1xn

)∣∣∣∣∣ ≤ ‖F‖
∞∑
n=0

|z|−n−1‖x‖n

≤ ‖F‖
|z|

∞∑
n=0

2−n =
2‖F‖
|z|

.

So g is a bounded entire function. By Liouville’s Theorem, g must be
constant. Since g(z) → 0 as |z| → ∞, this constant must be zero.
This, however, is not possible, because F (y) = 0 for all F ∈ A∗ would
imply that y = 0, by Corollary 4.2(b), but clearly the inverse (x−ze)−1

can not be the zero element of A. The assumption that σ(x) = ∅ must
be dropped.

(b) Let n ∈ N and let z ∈ C be such that zn ∈ ρ(xn). We can write

xn − zne = (x− ze)(zn−1e+ zn−2x+ · · ·+ xn−1),

and now multiplication from the right by (xn−zne)−1 shows that x−ze
has a right inverse. A similar calculation provides a left inverse also,
so it follows that z ∈ ρ(x) (we are using Exercise 7.2(d) here!). Put
differently, zn ∈ σ(xn) if z ∈ σ(x). The proof of part (a) has shown
that |z| ≤ ‖y‖ for all z ∈ σ(y), so we now obtain that |zn| ≤ ‖xn‖
for all z ∈ σ(x). Since the spectral radius r(x) was defined as the
maximum of the spectrum (we cautiously worked with the supremum
in the original definition, but we now know that σ(x) is a compact set),
this says that r(x) ≤ inf ‖xn‖1/n.

Next, consider again the function g(z) = F ((x−ze)−1), with F ∈ A∗.
This is holomorphic on ρ(x) ⊃ {z ∈ C : |z| > r(x)}. Furthermore, for
|z| > ‖x‖, we have the power series expansion (in z−1)

g(z) = −
∞∑
n=0

F (xn)
(
z−1
)n+1

.

This shows that g is holomorphic near z = ∞; more precisely, if we
let ζ = 1/z and h(ζ) = g(1/ζ), then h has a convergent power se-
ries expansion, h(ζ) = −

∑∞
n=0 F (xn)ζn+1, which is valid for small |ζ|.

Moreover, by our earlier remarks, h also has a holomorphic extension
to the disk {ζ : |ζ| < 1/r(x)} (the extension is provided by the original
definition of g). A power series converges on the biggest disk to which
the function can be holomorphically extended; thus the radius of con-
vergence of the series

∑
F (xn)ζn+1 is at least 1/r(x). In particular, if

0 < a < 1/r(x), then

F (xn)an = F (anxn)→ 0 (n→∞).
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Since this is true for arbitrary F ∈ A∗, we have in fact shown that
anxn

w−→ 0. Weakly convergent sequences are bounded (Exercise 4.23),
so there exists C = C(a) > 0 so that ‖anxn‖ ≤ C (n ∈ N). Hence

‖xn‖1/n ≤ 1

a
C1/n → 1

a
,

and here a < 1/r(x) was arbitrary and we can take the limit on any
subsequence, so r(x) ≥ lim supn→∞ ‖xn‖1/n. On the other hand, we
have already proved that

r(x) ≤ inf
n∈N
‖xn‖1/n ≤ lim inf

n→∞
‖xn‖1/n,

so we now obtain the full claim. �

You should now work out some spectra in concrete examples. The
first example is particularly important for us, so I’ll state this as a
Proposition:

Proposition 7.9. Consider the Banach algebra A = C(K). Then, for
f ∈ C(K), we have that σ(f) = f(K), where f(K) = {f(x) : x ∈ K}.
Moreover, r(f) = ‖f‖ for all f ∈ C(K).

Exercise 7.4. Prove Proposition 7.9.

Exercise 7.5. (a) Show that on A = `∞, we have that

σ(x) = {xn : n ∈ N}.

Also, show that again r(x) = ‖x‖ for all x ∈ `∞.
(b) Show that on A = L∞(X,µ), we have that

σ(f) = {z ∈ C : µ({x ∈ X : |f(x)− z| < ε}) > 0 for all ε > 0} .

(This set is also called the essential range of f ; roughly speaking, it
is the range of f , but we ignore what happens on null sets, in keeping
with the usual philosophy. Also, it is again true that r(f) = ‖f‖.)

Exercise 7.6. Show that on A = B(Cn), the spectrum σ(T ) of a matrix
T ∈ B(Cn) = Cn×n is the set of eigenvalues of T (this was discussed
earlier, in Chapter 6). Now find a matrix T ∈ C2×2 for which r(T ) <
‖T‖.

The fact that spectra are always non-empty has the following conse-
quence:

Theorem 7.10 (Gelfand-Mazur). If A is a Banach algebra with G(A) =
A \ {0}, then A ∼= C.
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More specifically, the claim is that there is an identification map
between A and C (thought of as a Banach algebra, with the usual
multiplication and the absolute value as the norm) that preserves the
complete Banach algebra structure: There is a map ϕ : A → C that
is bijective (= preserves sets), a homomorphism (= preserves the alge-
braic structure), and an isometry (= preserves the norm).

Proof. By Theorem 7.8(a), we can pick a number z(x) ∈ σ(x) for each
x ∈ A. So x− z(x)e /∈ G(A), but the only non-invertible element of A
is the zero vector, so we must have that x = z(x)e (and we also learn
that in fact σ(x) = {z(x)}). The map ϕ : A→ C, ϕ(x) = z(x) has the
desired properties. �

In the last part of this chapter, we discuss the problem of how the
spectrum of an element changes when we pass to a smaller Banach
algebra. Let B be a Banach algebra, and let A ⊂ B be a subalgebra.
By this we mean that A with the structure inherited from B is a Ba-
nach algebra itself. We also insist that e ∈ A. Note that this latter
requirement could be dropped, and in fact that would perhaps be the
more common version of the definition of a subalgebra. The following
Exercise discusses the difference between the two versions:

Exercise 7.7. Let B be a Banach algebra, and let C ⊂ B be a subset
that also is a Banach algebra with unit element with the structure
(algebraic operations, norm) inherited fromB. Give a (simple) example
of such a situation where e /∈ C.
Remark: This is very straightforward. Just make sure you don’t get
confused. C is required to have a unit (call it f , say), but what exactly
is f required to do? Exercise 7.2(g) might also provide some inspiration.

If we now fix an element x ∈ A of the smaller algebra, we can consider
its spectrum with respect to both algebras. From the definition, it is
clear that σA(x) ⊃ σB(x): everything that is invertible in A remains
invertible in B, but we may lose invertibility when going from B to
A simply because the required inverse may no longer be part of the
algebra.

Furthermore, Theorem 7.8(b) shows that rA(x) = rB(x). More can
be said about the relation between σA(x) and σB(x), but this requires
some work. This material will be needed later, but is of a technical
character and can be given a light reading at this point.

We need the notion of connected components in a topological space;
actually, we only need this for the space X = C. Recall that we call
a topological space X connected if the only decomposition of X into
two disjoint open sets is the trivial one: if X = U ∪ V , U ∩ V = ∅
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and U, V are open, then U = X or V = X. A subset A ⊂ X is called
connected if A with the relative topology is a connected topological
space. A connected component is a maximal connected set. These
connected components always exist and in fact every point lies in a
unique connected component, and the whole space can be written as
the disjoint union of its connected components.

For a detailed reading of this final section, the following topological
warm-up should be helpful. You can either try to solve this directly or
do some reading.

Exercise 7.8. (a) Prove these facts. More specifically, show that if x ∈
X, then there exists a unique set Cx so that x ∈ Cx, Cx is connected,
and if also x ∈ D, D connected, then D ⊂ Cx. Also, show that if
x, y ∈ X, then either Cx ∩ Cy = ∅ or Cx = Cy.
(b) Call A ⊂ X arcwise connected if any two points can be joined
by a continuous curve: If x, y ∈ A, then there exists a continuous
map ϕ : [0, 1] → A with ϕ(0) = x, ϕ(1) = y. Show that an arcwise
connected set is connected.
(c) Show that if U ⊂ C is open, then all connected components of U
are open subsets of C.

We are heading towards the following general result:

Theorem 7.11. We have a representation of the following type:

σA(x) = σB(x) ∪ C,
where C is a (necessarily disjoint) union of connected components of
ρB(x) (C = ∅ is possible, of course).

This has the following consequences (whose relevance is more obvi-
ous):

Corollary 7.12. (a) If ρB(x) is connected, then σA(x) = σB(x). In
particular, this conclusion holds if σB(x) ⊂ R.

(b) If
◦
σA(x) = ∅, then σA(x) = σB(x).

Here,
◦
C denotes the interior of C, defined as the largest open subset

of C.
To prove the Corollary (given the Theorem), note that the hypothesis

that ρB(x) is connected means that the only connected component of
this set is ρB(x) itself, but we cannot have σA(x) = σB(x) ∪ ρB(x)
because ρB(x) is unbounded (being the complement of the compact
set σB(x)), and σA(x) needs to be compact. If σB(x) is a (compact!)
subset of R, then clearly its complement ρB(x) is arcwise connected,
thus connected. Compare Exercise 7.8(b).
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Part (b) follows from the fact that the connected components of the
open set ρB(x) are open (Exercise 7.8(c)), so if we had C 6= ∅, then
automatically σA(x) would have non-empty interior.

To prove Theorem 7.11, we need the following topological fact.

Lemma 7.13. Let U, V ⊂ X be open sets and assume that U ⊂ V , (U \
U) ∩ V = ∅. Then U =

⋃
Vα, where the Vα are connected components

of V (but not necessarily all of these, of course).

Proof. We must show that if W is a connected component of V with
W ∩ U 6= ∅, then W ⊂ U (assuming this, we can then indeed write U
as the union of those components of V that intersect U). So let W be
such a component. From the assumption of the Lemma, we have that
W ∩ (U \ U) = ∅. Therefore,

W = (W ∩ U) ∪ (W ∩ U c
).

This is a decomposition of W into two disjoint relatively (!) open
subsets. Since W is connected by assumption, one of these must be all
of W , and since W ∩U 6= ∅, the first set is this set, that is, W ∩U = W
or W ⊂ U . �

We are now ready for the

Proof of Theorem 7.11. We will verify the hypotheses of Lemma 7.13
for U = ρA(x), V = ρB(x). The Lemma will then show that ρA(x) =⋃
α∈I0 Vα, where the Vα are connected components of ρB(x). Also,

ρB(x) =
⋃
α∈I Vα, and I0 ⊂ I, so we indeed obtain that

σA(x) = C \ ρA(x) = σB(x) ∪
⋃

α∈I\I0

Vα.

Clearly, ρA(x) ⊂ ρB(x), so we must check that (ρA(x)\ρA(x))∩ρB(x) =

∅. Let z ∈ ρA(x) \ ρA(x). Then there are zn ∈ ρA(x), zn → z. I now
claim that

(7.3)
∥∥(x− zne)−1

∥∥→∞ (n→∞).

Suppose this were wrong. Then |z − zn| ‖(x − zne)
−1‖ < 1 for some

(large) n, and hence

(x− zne)−1(x− ze) = e− (z − zn)(x− zne)−1

would be in G(A) by Theorem 7.4, but then also x − ze ∈ G(A), and
this contradicts z /∈ ρA(x). Thus (7.3) holds. Now (7.3) also prevents
x − ze from being invertible in B, because inversion is a continuous
operation in Banach algebras (Exercise 7.3). More precisely, if we had
x − ze ∈ G(B), then, since x − zne → x − ze, it would follow that
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(x − zne)−1 → (x − ze)−1, but this convergence is ruled out by (7.3).
So x− ze /∈ G(B), or, put differently, z /∈ ρB(x). �

Exercise 7.9. Show that r(xy) = r(yx). Hint: Use the formula (xy)n =
x(yx)n−1y.

Exercise 7.10. Prove that σ(xy) and σ(yx) can at most differ by the
point 0. (In particular, this again implies the result from Exercise 7.9,
but of course the direct proof suggested there was much easier.)
Suggested strategy: This essentially amounts to showing that e− xy is
invertible if and only if e − yx is invertible. So assume that e − xy ∈
G(A). Assume also that ‖x‖, ‖y‖ < 1 and write (e−xy)−1, (e−yx)−1 as
Neumann series. Use the formula from the previous problem to obtain
one inverse in terms of the other. Then show that this formula actually
works in complete generality, without the assumptions on x, y.
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8. Commutative Banach algebras

In this chapter, we analyze commutative Banach algebras in greater
detail. So we always assume that xy = yx for all x, y ∈ A here.

Definition 8.1. Let A be a (commutative) Banach algebra. A subset
I ⊂ A is called an ideal if I is a (linear) subspace and xy ∈ I whenever
x ∈ I, y ∈ A. An ideal I 6= A is called maximal if the only ideals J ⊃ I
are J = I and J = A.

Ideals are important for several reasons. First of all, we can take
quotients with respect to ideals, and we again obtain a Banach algebra.

Theorem 8.2. Let I 6= A be a closed ideal. Then A/I is a Banach
algebra.

This needs some clarification. The quotient A/I consists of the
equivalence classes (x) = x + I = {x + y : y ∈ I}, and we define
the algebraic operations on A/I by working with representatives; the
fact that I is an ideal makes sure that everything is well defined (in-
dependent of the choice of representative). Since I is in particular a
closed subspace, we also have the quotient norm available, and we know
from Theorem 2.18 that A/I is a Banach space with this norm. Recall
that this norm was defined as

‖(x)‖ = inf
y∈I
‖x+ y‖.

Proof. From the above remarks, we already know that A/I is a Banach
space and a commutative algebra with unit (e). We need to discuss
conditions (3), (4) from Definition 7.1. To prove (4), let x1, x2 ∈ A,
and let ε > 0. We can then find y1, y2 ∈ I so that ‖xj+yj‖ < ‖(xj)‖+ε.
It follows that

‖(x1)(x2)‖ = ‖(x1x2)‖ ≤ ‖[x1 + y1][x2 + y2]‖
≤ ‖x1 + y1‖ ‖x2 + y2‖ ≤ (‖(x1)‖+ ε) (‖(x2)‖+ ε) .

Since ε > 0 is arbitrary here, we have that ‖(x1)(x2)‖ ≤ ‖(x1)‖ ‖(x2)‖,
as required.

Next, notice that ‖(e)‖ ≤ ‖e‖ = 1. On the other hand, for all x ∈ A,
we have that ‖(x)‖ = ‖(x)(e)‖ ≤ ‖(x)‖ ‖(e)‖, so ‖(e)‖ ≥ 1. �

Theorem 8.3. (a) If I 6= A is an ideal, then I ∩G(A) = ∅.
(b) The closure of an ideal is an ideal.
(c) Every maximal ideal is closed.
(d) Every ideal I 6= A is contained in some maximal ideal J ⊃ I.
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Proof. (a) If x ∈ I ∩ G(A), then y = x(x−1y) ∈ I for all y ∈ A, so
I = A.

(b) The closure of a subspace is a subspace, and if x ∈ I, y ∈ A,
then there are xn ∈ I, xn → x. Thus xny ∈ I and xny → xy by the
continuity of the multiplication, so xy ∈ I, as required.

(c) Let I be a maximal ideal. Then, by (b), I is another ideal that
contains I. Since I ∩G(A) = ∅, by (a), and since G(A) is open, I still
doesn’t intersect G(A). In particular, I 6= A, so I = I because I was
maximal.

(d) This follows in the usual way from Zorn’s Lemma. Also as usual,
we don’t want to discuss the details of this argument here. �

Definition 8.4. The spectrum or maximal ideal space ∆ of a commu-
tative Banach algebra A is defined as

∆ = {φ : A→ C : φ complex homomorphism}.
The term maximal ideal space is justified by parts (a) and (b) of

the following result, which set up a one-to-one correspondence between
complex homomorphisms and maximal ideals.

Theorem 8.5. (a) If I is a maximal ideal, then there exists a unique
φ ∈ ∆ with N(φ) = I.
(b) Conversely, if φ ∈ ∆, then N(φ) is a maximal ideal.
(c) x ∈ G(A) ⇐⇒ φ(x) 6= 0 for all φ ∈ ∆.
(d) x ∈ G(A) ⇐⇒ x does not belong to any ideal I 6= A.
(e) z ∈ σ(x) ⇐⇒ φ(x) = z for some φ ∈ ∆.

Proof. (a) A maximal ideal is closed by Theorem 8.3(c), so the quotient
A/I is a Banach algebra by Theorem 8.2. Let x ∈ A, x /∈ I, and put
J = {ax + y : a ∈ A, y ∈ I}. It’s easy to check that J is an ideal, and
J ⊃ I, because we can take a = 0. Moreover, x = ex + 0 ∈ J , but
x /∈ I, so, since I is maximal, we must have that J = A. In particular,
e ∈ J , so there are a ∈ A, y ∈ I so that ax+ y = e. Thus (a)(x) = (e)
in A/I. Since x ∈ A was an arbitrary vector with x /∈ I, we have
shown that every (x) ∈ A/I, (x) 6= 0 is invertible. By the Gelfand-
Mazur Theorem, A/I ∼= C. More precisely, there exists an isometric
homomorphism f : A/I → C. The map A → A/I, x 7→ (x) also is
a homomorphism (the algebraic structure on A/I is defined in such
a way that this would be true), so the composition φ(x) := f((x)) is
another homomorphism: φ ∈ ∆. Since f is injective, its kernel consists
of exactly those x ∈ A that are sent to zero by the first homomorphism,
that is, N(φ) = I.

It remains to establish uniqueness. If N(φ) = N(ψ), then x−ψ(x)e ∈
N(φ) for all x ∈ A, so 0 = φ(x)− ψ(x).
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(b) Homomorphisms are continuous, so N(φ) is a closed linear sub-
space. If x ∈ N(φ), y ∈ A, then φ(xy) = φ(x)φ(y) = 0, so xy ∈ N(φ)
also, and N(φ) is an ideal. Since φ : A → C is a linear map to the
one-dimensional space C, we have that codim N(φ) = 1, so N(φ) is
already maximal as a subspace (the only strictly bigger subspace is A).

(c) =⇒: This was proved earlier, in Proposition 7.3.
⇐=: Suppose that x /∈ G(A). Then I0 = {ax : a ∈ A} is an ideal

with I0 6= A (because e /∈ I0). By Theorem 8.3(d), there exists a
maximal ideal I ⊃ I0. By part (a), there is a φ ∈ ∆ with N(φ) = I.
In particular, φ(x) = 0.

(d) This follows immediately from what we have shown already, plus
Theorem 8.3(d) again.

(e) We have z ∈ σ(x) if and only if x− ze /∈ G(A), and by part (c),
this holds if and only if φ(x− ze) = φ(x)− z = 0 for some φ ∈ ∆. �

In particular, this says that a commutative Banach algebra always
admits complex homomorphisms, that is, we always have ∆ 6= ∅. In-
deed, notice that Theorem 8.3(d) with I = {0} shows that there are
maximal ideals, so we obtain the claim from Theorem 8.5(a). Alterna-
tively, we could use Theorem 8.5(e) together with the fact that spectra
are always non-empty (Theorem 7.8(a)). The situation can be quite
different on non-commutative algebras:

Exercise 8.1. Consider the algebra C2×2 = B(C2) of 2×2-matrices (this
becomes a Banach algebra if we fix an arbitrary norm on C2 and use
the corresponding operator norm; however, as this is a purely algebraic
exercise, the norm plays no role here). Show that there are no complex
homomorphisms φ 6≡ 0 on this algebra.

Here is a rather spectacular application of the ideas developed in
Theorem 8.5:

Example 8.1. Consider the Banach algebra of absolutely convergent
trigonometric series:

A =

{
f(eix) =

∞∑
n=−∞

ane
inx : a ∈ `1(Z)

}
We have written f(eix) rather than f(x) because it will be convenient
to think of f as a function on the unit circle S = {z ∈ C : |z| = 1} =
{eix : x ∈ R}. Notice that the series converges uniformly, so A ⊂ C(S).

Exercise 8.2. Show that if f ≡ 0, then an = 0 for all n ∈ Z.
Suggestion: Recall that {einx} is an ONB of L2((−π, π), dx/(2π)). Use
this fact to derive a formula that recovers the an’s from f .
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The algebraic operations on A are defined pointwise; for example,
(f + g)(z) := f(z) + g(z). It is not entirely clear that the product of
two functions from A will be in A again, but this issue will be addressed
later.

Consider the map ϕ : `1 → A, ϕ(a) =
∑
ane

inx. It is clear that ϕ
is linear and surjective. Moreover, Exercise 8.2 makes sure that ϕ is
injective. Therefore, we can define a norm on A by ‖ϕ(a)‖ = ‖a‖1.
This makes A isometrically isomorphic to `1(Z) as a Banach space.
We claim that these spaces are actually isometrically isomorphic as
Banach algebras, where we endow `1 with the convolution product, as
in Example 7.5:

(a ∗ b)n =
∞∑

j=−∞

ajbn−j

Exercise 8.3. Show that ϕ is a homomorphism. Since we already know
that ϕ is linear, you must show that ϕ(a ∗ b) = ϕ(a)ϕ(b).

In particular, this does confirm that fg ∈ A if f, g ∈ A (the se-
quence corresponding to fg is a ∗ b if a and b correspond to f and g,
respectively). Since `1(Z) is a Banach algebra, A is a Banach algebra
also, or perhaps it would be more appropriate to say that A is another
realization of the same Banach algebra.

Proposition 8.6. Every φ ∈ ∆ on this Banach algebra is an evalu-
ation: There exists a z ∈ S so that φ(f) = f(z). Conversely, this
formula defines a complex homomorphism for every z = eit ∈ S.

Exercise 8.4. Prove Proposition 8.6, by using the following strategy:
Let φ ∈ ∆. What can you say about |φ(eix)| and |φ(e−ix)|? Conclude
that |φ(eix)| = 1, say φ(eix) = eit. Now use the continuity of φ to prove
that for an arbitrary f ∈ A, we have that φ(f) = f(eit).

The converse is much easier, of course.

This material leads to an amazingly elegant proof of the following
result:

Theorem 8.7 (Wiener). Consider an absolutely convergent trigono-
metric series: f(eix) =

∑∞
n=−∞ ane

inx, a ∈ `1(Z). Suppose that f(z) 6=
0 for all z ∈ S. Then 1/f also has an absolutely convergent trigonomet-
ric expansion: There exists b ∈ `1(Z) so that 1/f(eix) =

∑∞
n=−∞ bne

inx.

This result is interesting because it is usually very hard to tell whether
the expansion coefficients (“Fourier coefficients”) of a given function lie
in `1.



82 Christian Remling

Proof. By Proposition 8.6, the hypothesis says that φ(f) 6= 0 for all
φ ∈ ∆. By Theorem 8.5(c), f ∈ G(A). Clearly, the inverse is given by
the function 1/f . �

We now come to the most important topic of this chapter. With
each x ∈ A, we can associate a function x̂ : ∆ → C, x̂(φ) = φ(x).
We have encountered this type of construction before (see Proposition
4.3); it will work especially well in this new context. We call x̂ the
Gelfand transform of x. The Gelfand topology on ∆ ⊂ A∗ is defined
as the relative topology that is induced by the weak-∗ topology on A∗.
By Exercise 4.10, this is also the weak topology that is generated by

the maps {x̂ : A → C : x ∈ A}. We also write Â for this collection of
maps.

Here are the fundamental properties of the Gelfand transform.

Theorem 8.8. (a) ∆ with the Gelfand topology is a compact Hausdorff
space.

(b) Â ⊂ C(∆) and the Gelfand transform ̂: A→ C(∆) is a homomor-
phism between Banach algebras.
(c) σ(x) = x̂(∆) = {x̂(φ) : φ ∈ ∆}; in particular, ‖x̂‖∞ = r(x) ≤ ‖x‖.

Note that we use the term Gelfand transform for the function x̂ ∈
C(∆), but also for the homomorphism̂: A→ C(∆) that sends x to x̂.
Recall from Proposition 7.9 that in the Banach algebra C(∆), σ(x̂) =
x̂(∆), so part (c) of the Theorem really says that the Gelfand transform
preserves spectra: σ(x̂) = σ(x). It also preserves the algebraic structure
(by part (b)) and is continuous (by part (c) again).

Proof. (a) This is very similar to the proof of the Banach-Alaoglu The-
orem, so we will just provide a sketch. From that result, we know that
∆ ⊂ B1(0) = {F ∈ A∗ : ‖F‖ ≤ 1} is a subset of the compact Haus-
dorff space B1(0), and so it again suffices to show that ∆ is closed in
the weak-∗ topology. A procedure very similar to the one used in the
original proof works again: If ψ ∈ B1(0)\∆, then either ψ ≡ 0 or there
exist x, y ∈ A so that ε := |ψ(xy) − ψ(x)ψ(y)| > 0. Let us indicate
how to finish the proof in the second case: Let

U =
{
φ ∈ B1(0) : |φ(xy)− ψ(xy)| < ε

3
, |ψ(x)| |φ(y)− ψ(y)| < ε

3
,

|φ(y)| < |ψ(y)|+ 1, (|ψ(y)|+ 1) |φ(x)− ψ(x)| < ε

3

}
.
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Then U is an open set in the weak-∗ topology that contains ψ. More-
over, if φ ∈ U , then

|φ(xy)− φ(x)φ(y)| ≥ |ψ(xy)− ψ(x)ψ(y)| − |φ(xy)− ψ(xy)|−

|φ(y)| |φ(x)− ψ(x)| − |ψ(x)| |φ(y)− ψ(y)| > ε− ε

3
− ε

3
− ε

3
= 0,

so φ /∈ ∆ either and indeed ∆∩U = ∅. We have shown that B1(0) \∆
is open, as claimed.

(b) It is clear that Â ⊂ C(∆), from the second description of the

Gelfand topology as the weakest topology that makes all maps x̂ ∈ Â
continuous. To prove that ̂ : A → C(∆) is a homomorphism of
algebras, we compute

(xy)̂ (φ) = φ(xy) = φ(x)φ(y) = x̂(φ)ŷ(φ) = (x̂ŷ) (φ);

in other words, (xy)̂ = x̂ŷ. Similar arguments show that ̂ is also
linear.

(c) This is an immediate consequence of Theorem 8.5(e). �

Let us summarize this one more time and also explore the limitations
of the Gelfand transform. The maximal ideal space ∆ with the Gelfand
topology is a compact Hausdorff space, and the Gelfand transform
provides a map from the original (commutative!) Banach algebra A to
C(∆) that

• preserves the algebraic structure: it is a homomorphism;
• preserves spectra: σ(x̂) = σ(x);
• is continuous: ‖x̂‖ ≤ ‖x‖.

However, in general, it

• does not preserve the norm: it need not be isometric; in fact, it
can have a non-trivial null space;

• need not be surjective; worse still, its range Â need not be a
closed subspace of C(∆).

Another remarkable feature of the Gelfand transform is the fact that it
is a purely algebraic construction: it is independent of the norm that
is being used on A. Indeed, all we need to do is construct the complex
homomorphisms on A and then evaluate these on x to find x̂. We also
let the x̂ generate a weak topology on ∆, but again, if formulated this
way, this procedure does not involve the norm on A.

We are using the fact that there is some norm on A, though, for
example to make sure that ∆ is a compact space in the Gelfand topol-
ogy. However, the Gelfand transform does not change if we switch to



84 Christian Remling

a different norm on A (in many situations, there will be only one norm
that makes A a Banach algebra).

The following examples illustrate the last two properties from the
above list.

Example 8.2. Let A be the set of matrices of the form T =
(
a b
0 a

)
.

This is a commutative Banach algebra if we use matrix multiplication
and an arbitrary operator norm on A; in fact, A is a (commutative)
subalgebra of C2×2 = B(C2).

Exercise 8.5. Find all complex homomorphisms. Then show that there

are T ∈ A, T 6= 0 with φ(T ) = 0 for all φ ∈ ∆. In other words, T̂ = 0,
so the Gelfand transform on A is not injective.
Remark: To get this started, you could use the fact that homomor-
phisms are in particular linear functionals, and we know what these
are on a finite-dimensional vector space.

Example 8.3. We consider again the Banach algebra of absolutely con-
vergent trigonometric series from Example 8.1. We saw in Proposition
8.6 that as a set, ∆ may be identified with the unit circle S = {z : |z| =
1}. To extract this identification from Proposition 8.6, notice also that
if z, z′ ∈ S, z 6= z′, then there will be an f ∈ A with f(z) 6= f(z′).
Actually, there will be a trigonometric polynomial (that is, an = 0 for
all large |n|) with this property. So if z 6= z′, then the corresponding
homomorphisms are also distinct.

With this identification of ∆ with S, the Gelfand transform f̂ of an
f ∈ A is the function that sends z ∈ S to φz(f) = f(z); in other words,

f̂ is just f itself. The Gelfand topology on S is the weakest topology

that makes all f̂ continuous. Clearly, these functions are continuous if
we use the usual topology on S. Moreover, S with both topologies is a
compact Hausdorff space. Now the following simple but very important
Lemma shows that the Gelfand topology is just the usual topology on
S.

Lemma 8.9. Let T1 ⊂ T2 be topologies on a common space X. If X is
a compact Hausdorff space with respect to both topologies, then T1 = T2.

Proof. We use the fact that on a compact Hausdorff space, a subset
is compact if and only if it is closed. Now let U ∈ T2. Then U c is
closed in T2, thus compact. But then U c is also compact with respect
to T1, because T1 is a weaker topology (there are fewer open covers to
consider). Thus U c is T1-closed, so U ∈ T1. �

Â = A is dense in C(S) = C(∆) because, by (a suitable version of)
the Weierstraß approximation theorem, every continuous function on
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S can be uniformly (that is, with respect to ‖ · ‖∞) approximated by
trigonometric polynomials, and these manifestly are in A. However,
A 6= C(S). This is a well known fact from the theory of Fourier series.
The following Exercise outlines an argument of a functional analytic
flavor.

Exercise 8.6. Suppose that we had Â = C(S). First of all, use Corollary
3.3 to show that then

(8.1) ‖a‖1 ≤ C‖f‖∞
for all a ∈ `1 and f(x) =

∑
ane

inx, for some C > 0.
However, (8.1) can be refuted by considering approximations fN to

the (discontinuous!) function f(eix) = χ(0,π)(x). More precisely, pro-
ceed as follows: Notice that if f =

∑
ane

inx with a ∈ `1, then the series
also converges in L2(−π, π). Recall that {einx} is an ONS (in fact, an
ONB) in L2((−π, π), dx/(2π)), so it follows that

an = 〈einx, f〉 =
1

2π

∫ π

−π
f(eix)e−inx dx

for all f ∈ C(S). Use this to approximately compute the a
(N)
n for

functions fN ∈ C(S) that satisfy 0 ≤ fN ≤ 1, fN(eix) = 1 for 0 < x < π
and fN(eix) = 0 for −π + 1/N < x < −1/N . Show that ‖a(N)‖1 can
be made arbitrarily large by taking N large enough. Since ‖fN‖∞ = 1,
this contradicts (8.1).

Exercise 8.7. (a) Show that c with pointwise multiplication is a Banach
algebra.
(b) Show that `1 ⊂ c is an ideal.
(c) Show that there is a unique maximal ideal I ⊃ `1. Find I and also
the unique φ ∈ ∆ with N(φ) = I.

Exercise 8.8. Consider the Banach algebra `∞. Show that

In = {x ∈ `∞ : xn = 0}
is a maximal ideal for every n ∈ N. Find the corresponding homomor-
phisms φn ∈ ∆ with N(φn) = In. Finally, show that there must be
additional complex homomorphisms (Suggestion: Find another ideal J
that is not contained in any In.)

Exercise 8.9. Let A be a commutative Banach algebra. Show that the
spectral radius satisfies

r(xy) ≤ r(x)r(y), r(x+ y) ≤ r(x) + r(y)

for all x, y ∈ A.
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Exercise 8.10. Show that the inequalities from Exercise 8.9 can fail on
non-commutative Banach algebras. More specifically, show that they
fail on A = C2×2.
Remark: Recall that on this Banach algebra, the spectrum of a matrix
is the set of its eigenvalues, so r(T ) is the absolute value of the biggest
eigenvalue of T .
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9. C∗-algebras

We are especially interested in the Banach algebra B(H), and here
we have an additional structure that we have not taken into account so
far: we can form adjoints T ∗ of operators T ∈ B(H). We now discuss
such an operation in the abstract setting.

Unless stated otherwise, the algebras in this chapter are not assumed
to be commutative.

Definition 9.1. Let A be a Banach algebra. A map ∗ : A → A is
called an involution if it has the following properties:

(x+ y)∗ = x∗ + y∗, (cx)∗ = cx∗, (xy)∗ = y∗x∗, x∗∗ = x

for all x, y ∈ A, c ∈ C.
We call x ∈ A self-adjoint (normal) if x = x∗ (xx∗ = x∗x).

Example 9.1. Parts (a)–(d) of Theorem 6.1 show that the motivating
example “adjoint operator on B(H)” indeed is an involution on B(H)
in the sense of Definition 9.1.

Example 9.2. f ∗(x) := f(x) defines an involution on C(K) and also on
L∞(X,µ). Similarly, (x∗)n := xn defines an involution on `∞.

Theorem 9.2. Let A be a Banach algebra with involution, and let
x ∈ A. Then:
(a) x+ x∗, −i(x− x∗), xx∗ are self-adjoint;
(b) x has a unique representation of the form x = u + iv with u, v
self-adjoint;
(c) e = e∗;
(d) If x ∈ G(A), then also x∗ ∈ G(A) and (x∗)−1 = (x−1)

∗
;

(e) z ∈ σ(x) ⇐⇒ z ∈ σ(x∗).

Proof. (a) can be checked by direct calculation; for example, (x+x∗)∗ =
x∗ + x∗∗ = x∗ + x.

(b) We can write

x =
1

2
(x+ x∗) + i

−i
2

(x− x∗),

and by part (a), this is a representation of the desired form. To prove
uniqueness, assume that x = u+iv = u′+iv′, with self-adjoint elements
u, u′, v, v′. Then both w := u− u′ and iw = i(u− u′) = v − v′ are self-
adjoint, too, so iw = (iw)∗ = −iw and hence w = 0.

(c) e∗ = ee∗, and this is self-adjoint by part (a). So e∗ = e∗∗ = e,
and thus e itself is self-adjoint, too.
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(d) Let x ∈ G(A). Then we can take adjoints in xx−1 = x−1x = e;
by part (c), e∗ = e, so we obtain that(

x−1
)∗
x∗ = x∗

(
x−1
)∗

= e,

and this indeed says that x∗ ∈ G(A) and (x∗)−1 = (x−1)
∗
.

(e) If z /∈ σ(x), then x− ze ∈ G(A), so (x− ze)∗ = x∗ − ze ∈ G(A)
by part (d), that is, z /∈ σ(x∗). We have established “⇐=”, and the
converse is the same statement, applied to x∗ in place of x. �

The involution on B(H) has an additional property that does not
follow from the conditions of Definition 9.1: we always have that
‖TT ∗‖ = ‖T ∗T‖ = ‖T‖2; see Theorem 6.1(f). This innocuous look-
ing identity is so powerful and has so many interesting consequences
that it deserves a special name:

Definition 9.3. Let A be a Banach algebra with involution. A is called
a C∗-algebra if ‖xx∗‖ = ‖x‖2 for all x ∈ A (the C∗-property).

From this, we automatically get analogs of the other properties from
Theorem 6.1(f) also; in other words, these could have been included in
the definition.

Proposition 9.4. Let A be a C∗-algebra. Then ‖x‖ = ‖x∗‖ and
‖x∗x‖ = ‖x‖2 for all x ∈ A.

Exercise 9.1. Prove Proposition 9.4.

Example 9.3. B(H), C(K), L∞(X,µ), and `∞ with the involutions
introduced above are C∗-algebras. For B(H) (which again was the
motivating example) this of course follows from Theorem 6.1(f), and
on the other algebras, we obtain the C∗-property from an easy direct
argument. For example, if f ∈ C(K), then

‖ff ∗‖ = max
x∈K
|f(x)f(x)| = max

x∈K
|f(x)|2 =

(
max
x∈K
|f(x)|

)2

= ‖f‖2.

Example 9.4. This really is a non-example. Consider again the Banach
algebra

A =

{
f(eix) =

∞∑
n=−∞

ane
inx : a ∈ `1(Z)

}
of absolutely convergent trigonometric series. Recall that we multi-
ply functions from A pointwise (equivalently, we take the convolution
product of the corresponding sequences from `1), and we use the norm
‖f‖ = ‖a‖1.
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It is not very difficult to verify that f ∗(z) := f(z) again defines an
involution on A. The algebraic properties from Definition 9.1 are in
fact obvious, we just need to make sure that f ∗ ∈ A again, but this is
easy: if f =

∑
ane

inx, then f ∗ =
∑
bne

inx, with bn = a−n (or we can
rephrase and say that this last formula defines an involution on `1(Z)).

Exercise 9.2. Show that this involution does not have the C∗-property,
that is, A is not a C∗-algebra.

We can now formulate and prove the central result of this chapter.

Theorem 9.5 (Gelfand-Naimark). Let A be a commutative C∗-algebra.
Then the Gelfand transform ̂ : A → C(∆) is an isometric ∗-iso-
morphism between the C∗-algebras A and C(∆).

We call a map ϕ : A → B between C∗-algebras an isometric ∗-
isomorphism if ϕ is bijective, a homomorphism, an isometry, and pre-
serves the involution: ϕ(x∗) = (ϕ(x))∗. In other words, such a map
preserves the complete C∗-algebra structure (set, algebraic structure,
norm, involution).

It now becomes clear that the Gelfand-Naimark Theorem is a very
powerful structural result; it says that C(K) provides a universal model
for arbitrary commutative C∗-algebras. Every commutative C∗-algebra
can be identified with C(K); in fact, we can be more specific: K can
be taken to be the maximal ideal space ∆ with the Gelfand topology,
and then the Gelfand transform provides an identification map.

Note also that the Gelfand transform on C∗-algebras has much better
properties than on general Banach algebras; see again our discussion
at the end of Chapter 8.

For the proof, we will need the following result.

Theorem 9.6 (Stone-Weierstraß). Let K be a compact Hausdorff space,
and suppose that A ⊂ C(K) has the following properties:
(a) A is a subalgebra (possibly without unit);
(b) If f ∈ A, then f ∈ A;
(c) A separates the points of K: if x, y ∈ K, x 6= y, then there is an
f ∈ A with f(x) 6= f(y);
(d) For every x ∈ K, there exists an f ∈ A with f(x) 6= 0.

Then A = C(K).

This closure is taken with respect to the norm topology. So we could
slightly rephrase the statement as follows: if g ∈ C(K) and ε > 0 are
given, then we can find an f ∈ A so that ‖f − g‖∞ < ε.

This result is a far-reaching generalization of the classical Weierstraß
approximation theorem, which says that every continuous function on a
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compact interval [a, b] can be uniformly approximated by polynomials.
To obtain this as a special case of Theorem 9.6, just put K = [a, b] and
check that

A =

{
p(x) =

N∑
n=0

anx
n : an ∈ C, N ∈ N0

}
satisfies hypotheses (a)–(d). We don’t want to prove the Stone-Weierstraß
Theorem here; a proof can be found in most topology books. Or see
Folland, Real Analysis, Theorem 4.51. We are now ready for the

Proof of the Gelfand-Naimark Theorem. We first claim that φ(u) ∈ R
for all φ ∈ ∆ if u ∈ A is self-adjoint. To see this, write φ(u) = c + id,
with c, d ∈ R, and put x = u+ ite, with t ∈ R. Then φ(x) = c+ i(d+ t)
and xx∗ = u2 + t2e, so

c2 + (d+ t)2 = |φ(x)|2 ≤ ‖x‖2 = ‖xx∗‖ ≤ ‖u2‖+ t2.

It follows that 2dt ≤ C, with C := ‖u2‖ − d2 − c2, and this holds for
arbitrary t ∈ R. Clearly, this is only possible if d = 0, so φ(u) = c ∈ R,
as asserted.

It now follows that the Gelfand transform preserves the involution:
if x ∈ A, then we can write x = u + iv with u, v self-adjoint, and it
follows that

φ(x∗) = φ(u− iv) = φ(u)− iφ(v) = φ(u) + iφ(v) = φ(x).

Recall that the involution on C(∆) was defined as the pointwise com-
plex conjugate, so, since φ ∈ ∆ is arbitrary here, this calculation indeed
says that x̂∗ = x̂ = (x̂)∗.

We also learn from this that Â ⊂ C(∆) satisfies assumption (b)
from the Stone-Weierstraß Theorem. It is straightforward to establish
the other conditions, too; for example, to verify (c), just note that if
φ, ψ ∈ ∆, φ 6= ψ, then φ(x) 6= ψ(x) for some x ∈ A, so x̂(φ) 6= x̂(ψ).

So Theorem 9.6 shows that Â = C(∆).
As the next step, we want to show that the Gelfand transform is

isometric. Let x ∈ A, and put y = xx∗. Then y is self-adjoint, and
therefore the C∗-property gives that ‖y2‖ = ‖y‖2, ‖y4‖ = ‖y2y2‖ =
‖y2‖2 = ‖y‖4, and so forth. The general formula is ‖yn‖ = ‖y‖n, if n =
2k is a power of 2. Now we can compute the spectral radius by using the
formula from Theorem 7.8(b) along this subsequence. It follows that
r(y) = limn→∞ ‖yn‖1/n = ‖y‖. Since ‖ŷ‖ = r(y) by Theorem 8.8(c),
this shows that ‖ŷ‖ = ‖y‖ for y of the form y = xx∗. We can now use
the C∗-property on both algebras C(∆) and A to conclude that also
‖x̂‖ = ‖x‖ for arbitrary x ∈ A.
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So the Gelfand transform is an isometry, and this implies that this
map is injective (obvious, because only the zero vector can get mapped

to zero) and its range Â is a closed subspace of C(∆) (not completely
obvious, but we have encountered this argument before; see the proof

of Proposition 4.3). We proved earlier that Â = C(∆), so it now follows

that Â = C(∆). We have established all the properties of the Gelfand
transform that were stated in Theorem 9.5. �

We now discuss in detail the Gelfand transform for the three com-
mutative C∗-algebras C(K), c, L∞(0, 1).

Example 9.5. Let K be a compact Hausdorff space and consider the
C∗-algebra A = C(K). We know from the Gelfand-Naimark Theorem
that C(K) ∼= C(∆), but we would like to explicitly identify ∆ and the
Gelfand transforms of functions f ∈ C(K).

We will need the following tool:

Lemma 9.7 (Urysohn). Let K be a compact Hausdorff space. If A,B
are disjoint closed subsets of K, then there exists f ∈ C(K) with 0 ≤
f ≤ 1, f = 0 on A and f = 1 on B.

See, for example, Folland, Real Analysis, Lemma 4.15 (plus Propo-
sition 4.25) for a proof.

It is clear that the point evaluations φx(f) = f(x) are complex homo-
morphisms for all x ∈ K. So we obtain a map Ψ : K → ∆, Ψ(x) = φx.
Urysohn’s Lemma shows that Ψ is injective: if x, y ∈ K, x 6= y, then
there exists f ∈ C(K) with f(x) 6= f(y) (just take A = {x}, B = {y}
in Lemma 9.7). So φx(f) 6= φy(f) and thus φx 6= φy.

I now claim that Ψ is also surjective. If this were wrong, then there
would be a φ ∈ ∆, φ /∈ {φx : x ∈ K}. Let I = N(φ), Ix = N(φx) =
{f ∈ C(K) : f(x) = 0} be the corresponding maximal ideals. By
assumption and (the uniqueness part of) Theorem 8.5(a), I 6= Ix for
all x ∈ K. Since I is also maximal, this implies that I is not contained
in any Ix. So for every x ∈ K, there exists an fx ∈ I with fx(x) 6= 0.
Since the fx are continuous, we can find neighborhoods Ux of x so that
fx(y) 6= 0 for all y ∈ Ux. By compactness, K is covered by finitely many

of these, say K =
⋃N
j=1 Uxj . Now let g =

∑N
j=1 fxjfxj . Then g ∈ I and

g > 0 on K (because on Uxj , the jth summand is definitely positive),
so g is invertible in C(K) (with inverse 1/g). This is a contradiction
because the ideal I 6= C(K) cannot contain invertible elements; see
Theorem 8.3(a).



92 Christian Remling

We conclude that ∆ = {φx : x ∈ K}. This identifies ∆ as a set with

K. Moreover, f̂(φx) = φx(f) = f(x), so if we use this identification,
then the Gelfand transform of a function f ∈ C(K) is just f itself.

We now want to show that the identification map Ψ is a homeomor-
phism, so in fact ∆ (with the Gelfand topology) can be identified with
K as a topological space. We introduce some notation: write TG for the
Gelfand topology on ∆, and let TK be the given topology on K, but
moved over to ∆. More precisely, TK = {Ψ(U) : U ⊂ K open }. Since
Ψ is a bijection, it preserves the set operations and thus TK indeed is
a topology.

Notice that every f̂ : ∆→ C is continuous if we use the topology TK
on ∆. This is almost a tautology because TK is essentially the original

topology and f̂ is essentially f , and these were continuous functions to

start with. For a more formal verification, notice that f̂ = f ◦Ψ−1, so

if V ⊂ C is open, then f̂−1(V ) = Ψ(f−1(V )), which is in TK .

So TK is a topology that makes all f̂ continuous. This implies that
TG ⊂ TK , because TG can be defined as the weakest such topology.
Moreover, ∆ is a compact Hausdorff space with respect to both topolo-
gies. This follows from Theorem 8.8(a) (for TG) and the fact that by
construction of TK , (∆, TK) is homeomorphic to K. Lemma 8.9 now
shows that TG = TK . We summarize:

Theorem 9.8. Let K be a compact Hausdorff space. Then the maximal
ideal space ∆ of the C∗-algebra C(K) is homeomorphic to K. A home-
omorphism between these spaces is given by Ψ : K → ∆, Ψ(x) = φx,
φx(f) = f(x). Moreover, if ∆ is identified in this way with K, then
the Gelfand transform of a function f ∈ C(K) is just f itself.

At least with hindsight, this does not come as a big surprise. The
Gelfand transform gives a representation of a commutative C∗-algebra
A as continuous functions on a compact Hausdorff space (namely, ∆),
but if the algebra is already given in this form, there is no work left
to be done, and indeed the Gelfand transform does not do anything
(except change names) on C(K). From that point of view, Theorem
9.8 seems somewhat disappointing, but we can in fact draw interesting
conclusions:

Theorem 9.9. Let K and L be compact Hausdorff spaces. Then K
is homeomorphic to L if and only if the algebras C(K) and C(L) are
(algebraically!) isomorphic.

In this case, C(K) and C(L) are in fact isometrically ∗-isomorphic
as C∗-algebras.
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Here, we say that A and B are algebraically isomorphic if there exists
a bijective homomorphism (in other words, an isomorphism) ϕ : A →
B. We do not require ϕ to be isometric or preserve the conjugation.

Proof. Suppose that C(K) and C(L) are isomorphic as algebras. By
Theorem 9.8, K ∼= ∆K , L ∼= ∆L, but the construction of ∆ and its
Gelfand topology only uses the algebraic structure (we already dis-
cussed this feature of the Gelfand transform in Chapter 8), so ∆K

∼=
∆L. Or, to spell this out somewhat more explicitly, if ϕ : C(K)→ C(L)
is an algebraic isomorphism, then φL 7→ φK = φL ◦ ϕ defines a homeo-
morphism from ∆L onto ∆K .

Exercise 9.3. Prove the converse statement. Actually, prove right away
the stronger version that C(K) and C(L) are isometrically ∗-isomorphic
if K ∼= L. Also, if the above sketch doesn’t convince you, try to write
this down in greater detail. More specifically, give a more detailed
argument that shows that the map defined at the end of the proof
indeed is a homeomorphism.

�

Example 9.6. Our next example is A = c. This is a C∗-algebra with
the conjugation (x∗)n = xn; in fact, c is a subalgebra of the C∗-algebra
`∞. We want to discuss its Gelfand representation c ∼= C(∆). We start
out by finding ∆. I claim that we can identify ∆ with N∞ ≡ N ∪ {∞}
(this is just N with an additional point, which we choose to call “∞”).
More precisely, n ∈ N corresponds to the complex homomorphism
φn(x) = xn, and φ∞(x) = limn→∞ xn. It’s easy to check that these
φ’s are indeed complex homomorphisms. Moreover, these are in fact
all homomorphisms. This could be seen as in Example 9.5, but we can
also just recall that the dual space c∗ can be identified with `1(N∞):
we associate with y ∈ `1(N∞) the functional

Fy(x) =
∞∑
n=1

ynxn + y∞ · lim
n→∞

xn.

See Example 4.4; we called the additional point 0 there (rather than
∞), but that of course is irrelevant.

Exercise 9.4. Show that Fy is a homomorphism precisely if y = en or
y = e∞.

With this identification of ∆ with N∞, the Gelfand transform of an
x ∈ c becomes the function x̂(n) = φn(x) = xn, x̂(∞) = limxn. So x̂
is just the sequence xn itself, with the limit added as the value at the
additional point ∞.
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Now what is the Gelfand topology on N∞? First of all, all subsets
of N are open. To see this, just note that (with e = (1, 1, 1, . . .))

{m} = {n ∈ N∞ : |ê(n)− êm(n)| < 1} = ê− em
−1

({z : |z| < 1}) ,
so this is indeed an open set for all m ∈ N. Similarly, the sets {n ∈ N :
n ≥ k} ∪ {∞} are open for all k ∈ N because they are again inverse
images of open sets U ⊂ C under suitable functions x̂. For example,
we can take U = {|z| < 1} (again) and xn = 1 for n < k and xn = 0
for n ≥ k.

By combining these observations, we see that a subset U ⊂ N∞ is
open in the Gelfand topology if:

• ∞ /∈ U or
• U ⊃ {n : n ≥ k} ∪ {∞} for some k ∈ N

This actually gives a complete list of the open sets. We can prove
this remark as follows: First of all, the collection of sets U described
above clearly defines a topology on N∞. It now suffices to show that
every x̂ : N∞ → C is continuous with respect to this topology, because
the Gelfand topology was defined as the weakest topology with this
property. Continuity of x̂ at n ∈ N is obvious because {n} is a neigh-
borhood of n. To check continuity at ∞, let ε > 0 be given. Since
x̂(∞) = limn→∞ x̂(n), there exists k ∈ N so that

|x̂(n)− x̂(∞)| < ε for n ≥ k.

Since U = {n : n ≥ k}∪{∞} is a neighborhood of∞, this verifies that
x̂ is continuous at ∞ also.

This topology TG is a familiar object: the space (N∞, TG) is called
the 1-point compactification of N; please refer to a topology book for
further information. Here, the compactness of (N∞, TG) also follows
from Theorem 8.8(a). In the case at hand, TG also has the following
characterization:

Exercise 9.5. Show that TG is the only topology on N∞ that induces
the given topology on N (all sets open) and makes N∞ a compact space.

We summarize:

Theorem 9.10. The maximal ideal space ∆ of c is homeomorphic to
the 1-point compactification N∞ of N. The Gelfand transform of an
x ∈ c is just the original sequence, supplemented by its limit: x̂(n) =
xn, x̂(∞) = lim xn.

Example 9.7. In the previous two examples, the final results could have
been guessed at the very beginning: it was not very hard to realize the
given C∗-algebra as continuous functions on a compact Hausdorff space.
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Matters are very different for A = L∞(0, 1), which is our final example.
Neither ∆ as a set nor its Gelfand topology are directly accessible, but
we will obtain useful information anyway. It will turn out that the
topological space (∆, TG) has rather exotic properties.

We introduce a measure on ∆ as follows: Consider the functional
C(∆) → C, f̂ 7→

∫ 1

0
f(x) dx. This is well defined because every con-

tinuous function on ∆ is the Gelfand transform of a unique element of
L∞(0, 1), by the Gelfand-Naimark Theorem. Moreover, the functional

is also linear and positive: if f̂ ≥ 0, then f ≥ 0 almost everywhere, be-
cause the Gelfand transform preserves spectra, and on C(∆) and L∞,
these are given by the range and essential range of the function, respec-
tively (see Proposition 7.9 and Exercise 7.5(b)). Therefore,

∫ 1

0
f dx ≥ 0

if f̂ ≥ 0. The Riesz Representation Theorem now shows that there is
a unique regular positive Borel measure µ ∈M(∆) so that∫ 1

0

f(x) dx =

∫
∆

f̂(φ) dµ(φ)

for all f ∈ L∞(0, 1). See Folland, Real Analysis, Theorem 7.2 (and
Proposition 7.5 for the regularity). We can think of µ as Lebesgue

measure on (0, 1), moved over to ∆. Notice also that 1̂ = 1, so µ(∆) =∫ 1

0
dx = 1.
We will now use µ as our main tool to establish the following prop-

erties of ∆ and the Gelfand topology. Taken together, these are rather
strange.

Theorem 9.11. (a) If V ⊂ ∆, V 6= ∅ is open, then µ(V ) > 0.
(b) If g : ∆→ C is a bounded, (Borel) measurable function, then there

exists an f̂ ∈ C(∆) so that g = f̂ µ-almost everywhere.
(c) If V ⊂ ∆ is open, then V is also open.

(d) If E ⊂ ∆ is a Borel set, then µ(
◦
E) = µ(E) = µ(E).

(e) ∆ does not have isolated points, that is, {φ} is not open for any
φ ∈ ∆.
(f) ∆ does not have non-trivial convergent sequences: If φn, φ ∈ ∆,
φn → φ, then φn = φ for all large n.

Some comments are in order. Parts (a) and (b) imply that L∞(∆, µ) =
C(∆): every bounded measurable function has exactly one continuous
representative.

The property stated in part (c) is sometimes referred to by saying
that ∆ is extremally disconnected. Part (c) in particular implies that ∆
is totally disconnected: the only connected subsets of ∆ are the single
points.
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Exercise 9.6. Prove this fact. In fact, please prove the corresponding
general statement: If X is a topological Hausdorff space in which the
closure of every open set is open and M ⊂ X has more than one
point, then there are disjoint open sets U, V that both intersect M
with M ⊂ U ∪ V .

So far, none of this is particularly outlandish; indeed, discrete topo-
logical spaces such as N or finite collections of points (all subsets are
open) have all these properties. However, part (e) says that ∆ is de-
cidedly not of this type. We must give up all attempts at visualizing
∆ and admit that ∆ is such a complicated space that no easy intuition
will do justice to it. Note also that some of the above properties (for
example, (b), (c), and (d)) seem to suggest that ∆ might have many
open subsets, but we also know that ∆ is compact, and that works in
the other direction.

Proof. (a) Let V ⊂ ∆ be a non-empty open set. Pick φ ∈ V . By

Urysohn’s Lemma, there exists f̂ ∈ C(∆) with 0 ≤ f̂ ≤ 1, f̂(φ) = 1,

and f̂ = 0 on V c. Again, since the Gelfand transform preserves spectra,
we then also have that f ≥ 0, but f is not equal to zero (Lebesgue)
almost everywhere. Thus

0 <

∫ 1

0

f(x) dx =

∫
∆

f̂(φ) dµ(φ) =

∫
V

f̂(φ) dµ(φ),

and we can conclude that µ(V ) > 0.
(b) Let g : ∆ → C be a Borel function with |g(φ)| ≤ M . We now

use the fact that continuous functions are dense in Lp spaces (p <∞)
if (like here) the underlying measure is a regular Borel measure on
a compact space. See Folland, Real Analysis, Proposition 7.9 for a
slightly more general version of this result.

In particular, we can find f̂n ∈ C(∆) so that ‖f̂n− g‖2 → 0. In fact,

we may assume that |f̂n| ≤M also.

Exercise 9.7. Prove this remark. Suggestion: If |f̂ | > M at certain

points, we could just redefine f̂ on this set so that the new function is
bounded by M , and we would in fact obtain a better approximation
to g. However, we also need to make sure that the new function is
still continuous. Use Urysohn’s Lemma to give a careful version of this
argument.
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By the basic properties of the Gelfand transform, we now obtain that∫ 1

0

|fm(x)− fn(x)|2 dx =

∫ 1

0

(fm(x)− fn(x))(fm(x)− fn(x)) dx

=

∫
∆

(
(fm − fn)(fm − fn)

)̂dµ
=

∫
∆

∣∣∣f̂m(x)− f̂n(x)
∣∣∣2 dµ(x)→ 0 (m,n→∞).

So f := limn→∞ fn exists in L2(0, 1). On a suitable subsequence, we
can obtain f(x) as a pointwise limit. This shows that |f | ≤M almost
everywhere, so f ∈ L∞(0, 1). By the same calculation as above, we
now see that∫

∆

∣∣∣f̂n(x)− f̂(x)
∣∣∣2 dµ(x) =

∫ 1

0

|fn(x)− f(x)|2 dx→ 0,

that is, f̂n → f̂ in L2(∆, µ). On the other hand, f̂n → g in this space by

construction of the f̂n, so g = f̂ in L2(∆, µ), that is, almost everywhere

with respect to µ, and f̂ ∈ C(∆), as desired.
(c) g = χV c is a bounded Borel function because the only preimages

that can occur here are ∅, V , V c, ∆. By part (b), there exists f̂ ∈ C(∆)

so that g = f̂ µ-almost everywhere. Now f̂−1(C \ {0, 1}) is an open set

of µ measure zero. By part (a), the set is actually empty, and thus f̂
only takes the values 0 and 1. This argument also shows that the sets

V ∩ f̂−1(C \ {0}) and V
c ∩ f̂−1(C \ {1}) are empty. Put differently, we

have that f̂ = 0 on V and f̂ = 1 on V
c
. Therefore,

V ⊂ f̂−1 ({0}) ⊂ V .

Now f̂−1({0}) is also closed (it is the preimage of a closed set), and
since V is the smallest closed set that contains V , we must have that

f̂−1({0}) = V . We can also obtain this set as f̂−1(C \ {1}), which is
open, so indeed V is an open set.

(d) First of all, let V ⊂ ∆ be open. Consider again the function

g = χV c and its continuous representative f̂ from the proof of part (c).

We saw above that f̂ = 0 exactly on V . On the other hand, g = 0 on V ,

and since g = f̂ almost everywhere, this implies that µ(V ) = µ(V ). By

passing to the complements, we also obtain from this that µ(
◦
A) = µ(A)

if A ⊂ ∆ is closed.
If E ⊂ ∆ is an arbitrary Borel set and ε > 0 is given, we can use the

regularity of µ to find a compact set K ⊂ E and an open set V ⊃ E
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so that µ(V ) < µ(K) + ε. It then follows that

µ(E) ≤ µ(V ) = µ(V ) < µ(K) + ε = µ(
◦
K) + ε < µ(

◦
E) + ε.

Now ε > 0 was arbitrary, so µ(E) ≤ µ(
◦
E). Since clearly µ(

◦
E) ≤

µ(E) ≤ µ(E), we obtain the claim.
(e) Suppose that {φ0} were an open set. Since points in Hausdorff

spaces are always closed, the function χ{φ0} would then be continuous

and thus be equal to f̂ for some f ∈ L∞(0, 1). We can now again use
the fact that the Gelfand transform preserves spectra to deduce that f
itself is the characteristic function of some measurable set M ⊂ (0, 1),
|M | > 0: f = χM (this follows because the essential range of f has to
be {0, 1}). Pick a subset M ′ ⊂ M so that both M ′ and M \M ′ have
positive Lebesgue measure.

Exercise 9.8. Prove the existence of such a set M ′. Does a correspond-
ing result hold on arbitrary measure spaces (do positive measure sets
always have subsets of strictly smaller positive measure)?

Let g = χM ′ . Then clearly fg = g, so f̂ ĝ = ĝ. Since f̂(φ) = 0 for

φ 6= φ0, this says that ĝ = cf̂ for some c ∈ C. On the other hand,
it is not true that g = cf almost everywhere, so we have reached a
contradiction. We have to admit that {φ0} is not open.

(f) Let φn → φ be a convergent sequence, and assume that φn is not
eventually constant. By passing to a subsequence, we may then in fact
assume that φn 6= φ for all n ∈ N. Pick disjoint neighborhoods U1 and
V1 of φ1 and φ, respectively. Since φn → φ, we can find an index n2 so
that φn2 ∈ V1. Now pick disjoint neighborhoods U ′2 and V ′2 of φn2 and
φ, respectively, and put U2 = U ′2 ∩ V1, V2 = V ′2 ∩ V1. These are still
(possibly smaller) neighborhoods of the same points.

We can continue this procedure. We obtain pairwise disjoint neigh-
borhoods U1, U2, U3, . . . of the members of the subsequence φ1, φn2 , φn3 , . . ..
Since all the Uj’s are in particular open, the formula

g(φ) =


1 φ ∈

⋃
j∈N U2j−1

−1 φ ∈
⋃
j∈N U2j

0 otherwise

defines a (bounded) Borel function g. By part (b), g = f̂ almost

everywhere for some f̂ ∈ C(∆). We observe that we also must have

that f̂(φn2j−1
) = 1, f̂(φn2j

) = −1, because if f̂ took a different value at

one of these points, then f̂ and g would differ on an open set, and this
has positive measure by (a).
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Exercise 9.9. Let f : X → Y be a continuous function between topo-
logical spaces. Show that f is also sequentially continuous, that is, if
xn → x, then f(xn)→ f(x).

From this Exercise, we obtain that f̂(φn)→ f̂(φ), but clearly this is
not possible if these values alternate between 1 and −1. �

We now return to the general theory of C∗-algebras.

Theorem 9.12. Suppose that A is a commutative C∗-algebra that is
generated by one element x ∈ A. Then ∆ ∼= σ(x).

If A is a (not necessarily commutative) C∗-algebra and C ⊂ A,
then we define the C∗-algebra generated by C to be the smallest C∗-
subalgebra B ⊂ A that contains C. It is very important to recall here
that we are using the convention that subalgebras always contain the
original unit e ∈ A. The following Exercise clarifies basic aspects of
this definition:

Exercise 9.10. (a) Show that there always exists such a C∗-algebra
B ⊂ A by defining B to be the intersection of all C∗-algebras B′ with
e ∈ B′ and C ⊂ B′ ⊂ A.
(b) Prove that B has the following somewhat more explicit alternative
description:

B = {p(b1, . . . , bM , b∗1, . . . , b
∗
N) : p polynomial , bj ∈ C}

More precisely, the p’s are polynomials in non-commuting variables;
these are, as usual, linear combinations of products of powers of the
variables, but the order of the variables matters, and we need to work
with all possible arrangements.

Back to the case under consideration: The hypothesis of Theorem
9.12 means that the only C∗-algebra B ⊂ A with e, x ∈ B is B = A.
Equivalently, the polynomials p(x, x∗) =

∑N
j,k=0 cjkx

j(x∗)k are dense in
A; notice also that we don’t need to insist on non-commuting variables
in p here because A is commutative.

The conclusion of the Theorem states that ∆ and σ(x) (with the
relative topology coming from C) are homeomorphic.

Proof of Theorem 9.12. The Gelfand transform of x provides the home-
omorphism we are looking for: x̂ : ∆ → σ(x) is continuous and onto.
If x̂(φ1) = x̂(φ2) or, equivalently, φ1(x) = φ2(x), then also

φ1(x∗) = φ1(x) = φ2(x) = φ2(x∗),
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and thus φ1(p) = φ2(p) for all polynomials in x, x∗. Since these are
dense in A by assumption and φ1, φ2 are continuous, we conclude that
φ1(y) = φ2(y) for all y ∈ A. So x̂ is also injective.

Summing up: x̂ : ∆ → σ(x) is a continuous bijection between com-
pact Hausdorff spaces. In this situation, the inverse is automatically
continuous also, so we have our homeomorphism. To prove this last re-
mark, we can argue as in Lemma 8.9 (or we could in fact use this result
itself): Suppose A ⊂ ∆ is closed. Then A is compact, so x̂(A) ⊂ σ(x)
is compact, thus closed. We have shown that the inverse image of a
closed set under x̂−1 is closed, which is one of the characterizations of
continuity. �

Exercise 9.11. (a) Let B ⊂ A be the C∗-algebra that is generated by
C ⊂ A. Show that B is commutative if and only if

xy = yx, xy∗ = y∗x

for all x, y ∈ C.
(b) Show that the C∗-algebra generated by x is commutative if and
only if x is normal.

Theorem 9.12 in particular shows that A ∼= C(σ(x)) if the commu-
tative C∗-algebra is generated by a single element. We can be a little
more specific here:

Theorem 9.13. Suppose that the commutative C∗-algebra A is gener-
ated by the single element x ∈ A. Then there exists a unique isometric
∗-isomorphism Ψ : C(σ(x))→ A with Ψ(id) = x.

Here, id refers to the function id(z) = z (“identity”).

Proof. Uniqueness is clear because x generates the algebra, so Ψ−1 is
determined as soon as we know Ψ−1(x). To prove existence, we can
simply define Ψ−1 as the Gelfand transform, where we also identify ∆
with σ(x), as in Theorem 9.12. More precisely, let Ψ−1(y) = ŷ◦x̂−1. �

Exercise 9.12. If you have doubts about this definition of Ψ−1, the fol-
lowing should be helpful: Let ϕ : K → L be a homeomorphism between
compact Hausdorff spaces. Show that then Φ : C(L)→ C(K), Φ(f) =
f ◦ϕ is an isometric ∗-isomorphism between C∗-algebras. (“Change of
variables on K preserves the C∗-algebra structure of C(K).”)

We will use Theorem 9.13 to define f(x) := Ψ(f), for f ∈ C(σ(x))
and x ∈ A as above. We interpret f(x) ∈ A as “f , applied to x”,
as is already suggested by the notation. There is some logic to this
terminology; indeed, if we move things over to the realization C(σ(x))
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of A, then f is applied to the variable (which corresponds to x) in a
very literal sense.

So we can talk about continuous functions of elements of C∗-algebras,
at least in certain situations. We have just made our first acquaintance
with the functional calculus.

It may appear that the previous results are rather limited in scope
because we specifically seem to need commutative C∗-algebras that are
generated by a single element. That, however, is not the case because
we can often use these tools on smaller subalgebras of a given C∗-
algebra. Here are some illustrations of this technique.

Definition 9.14. Let A be a C∗-algebra. An element x ∈ A is called
positive (notation: x ≥ 0) if x = x∗ and σ(x) ⊂ [0,∞).

Theorem 9.15. Let A be a (not necessarily commutative) C∗-algebra.
(a) If x = x∗, then σ(x) ⊂ R.
(b) If x is normal, then r(x) = ‖x‖.
(c) If x, y ≥ 0, then x+ y ≥ 0.
(d) xx∗ ≥ 0 for all x ∈ A.

Proof. (a) Consider the C∗-algebra B ⊂ A that is generated by x. Since
x is normal (even self-adjoint), B is commutative by Exercise 9.11(b).
So the Gelfand theory applies to B. In particular, σB(x) = {φ(x) : φ ∈
∆B}, and this is a subset of R, because φ(x) = φ(x∗) = φ(x). Since
σA(x) ⊂ σB(x), this gives the claim.

(b) Consider again the commutative C∗-algebra B ⊂ A that is gen-
erated by x. By the Gelfand theory (on B), rB(x) = ‖x‖, but, as
observed earlier, in Chapter 7, the spectral radius formula shows that
rA(x) = rB(x).

(c) We will make use of the following simple transformation property
of spectra, which follows directly from the definition:

Exercise 9.13. Show that if c, d ∈ C, x ∈ A, then σ(cx+de) = cσ(x)+d;
this second set is of course defined as the collection of numbers cz + d,
with z ∈ σ(x).

By hypothesis, σ(x) ⊂ [0, ‖x‖]. By the Exercise, σ(x − ‖x‖e) ⊂
[−‖x‖, 0] also, and now (b) implies that

∥∥x− ‖x‖e∥∥ ≤ ‖x‖. Similarly,∥∥y − ‖y‖e∥∥ ≤ ‖y‖. Thus∥∥x+ y − (‖x‖+ ‖y‖)e
∥∥ ≤ ‖x‖+ ‖y‖,

and now a final application of the Exercise yields

σ(x+ y) ⊂ [0, 2(‖x‖+ ‖y‖)].
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(d) Obviously, y = xx∗ is self-adjoint. We will again consider the
commutative C∗-algebra B ⊂ A that is generated by y. We know that
B ∼= C(∆B). The function |ŷ|−ŷ is continuous, so there exists z ∈ B so
that ẑ = |ŷ|−ŷ. Since ẑ is also real valued, this function is a self-adjoint
element of C(∆B), so we also have that z = z∗. Let w = zx and write
w = u+ iv, with u, v self-adjoint. Then ww∗ = zxx∗z = zyz = z2y; in
the last step, we used the fact that y and z both lie in the commutative
algebra B. On the other hand,

ww∗ = (u+ iv)(u− iv) = u2 + v2 + i(vu− uv),

w∗w = (u− iv)(u+ iv) = u2 + v2 + i(uv − vu),

so w∗w = 2u2+2v2−ww∗ = 2u2+2v2−z2y. We now claim that u2, v2 ≥
0. Since u, v are self-adjoint, this can again be seen by investigating the
ranges of the Gelfand transforms on suitable commutative subalgebras,
as in the proof of part (a). Moreover, we also have that

(9.1) −ẑ2ŷ = −(|ŷ| − ŷ)2ŷ = 2ŷ2(|ŷ| − ŷ) ≥ 0,

so −z2y ≥ 0. By part (c), w∗w ≥ 0. Now Exercise 7.10 implies that
ww∗ ≥ 0, and by Corollary 7.12(a), this also holds in the subalgebra
B. But, as computed earlier, ww∗ = z2y, so by combining this with
(9.1), we conclude that ẑ2ŷ ≡ 0, so at all points of ∆B, either ŷ = 0 or
ẑ = 0. In both cases, ŷ ≥ 0, so we obtain that σA(y) ⊂ σB(y) ⊂ [0,∞),
as claimed. �

Here’s a very important and pleasing consequence of this material:

Theorem 9.16. Let B be a C∗-algebra and let A ⊂ B be a C∗-
subalgebra. Then σA(x) = σB(x) for all x ∈ A.

Proof. It is clear that σA(x) ⊃ σB(x) (see also our discussion in Chapter
7), so it suffices to show that if y ∈ A∩G(B), then also y ∈ G(A). Now
if y ∈ A∩G(B), then y∗ ∈ A∩G(B) and thus also yy∗ ∈ A∩G(B). In
particular, 0 /∈ σB(yy∗). Theorem 9.15(d) now shows that σB(yy∗) ⊂
(0,∞). By Corollary 7.12(a), σA(yy∗) = σB(yy∗). Hence 0 /∈ σA(yy∗),
so (yy∗)−1 ∈ A, and thus also y−1 = y∗(yy∗)−1 ∈ A. �

We conclude this chapter with a short digression. Suppose that
xu = ux. Does this imply that also x∗u = ux∗? For arbitrary u, this
can only be true if x is normal (take u = x). This condition is indeed
sufficient, and in fact we can prove a more general result along these
lines.

Theorem 9.17. Let A be a C∗-algebra and let x, y, u ∈ A. Suppose
that x, y are normal and xu = uy. Then we also have that x∗u = uy∗.
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Proof. We need some preparation. For w ∈ A, define ew :=
∑∞

n=0
1
n!
wn.

This series converges absolutely, and just as for the ordinary exponen-
tial function, one shows that ev+w = evew = ewev if vw = wv. In-
volution is a continuous operation (it is in fact isometric), and this
implies that (ew)∗ = ew

∗
. When applied to w = t− t∗ (where t ∈ A is

arbitrary), these formulae show that

ew (ew)∗ = ewew
∗

= ewe−w = ew−w = 1;

here we denote the unit element of A by 1 (rather than e, as usual), to
avoid confusion with the base of the exponential function. It follows
that 1 = ‖ew (ew)∗‖ = ‖ew‖2 or

(9.2) ‖et−t∗‖ = 1 for all t ∈ A.

The assumption that xu = uy can be used repeatedly, and we also
obtain that xnu = uyn for all n ≥ 0. Multiplication is continuous,
so this implies that exu = uey or u = e−xuey. We now multiply this
identity by ex

∗
and e−y

∗
(from the left and right, respectively). Since

x, y are normal, this gives

ex
∗
ue−y

∗
= ex

∗−xuey−y
∗
,

and now (9.2) shows that ‖ex∗ue−y∗‖ ≤ ‖u‖. This whole argument
can be repeated with x, y replaced by zx, zy, with z ∈ C, so it is also
true that ‖f(z)‖ ≤ ‖u‖, where f(z) = ezx

∗
ue−zy

∗
. For every F ∈ A∗,

the new function g(z) = F (f(z)) is an entire function; the analyticity
follows from the series representations of the exponential functions.
Since g is also bounded (|g(z)| ≤ ‖F‖ ‖u‖), this function is constant
by Liouville’s theorem. Since this is true for every F ∈ A∗, f itself has
to be constant:

f(z) = ezx
∗
ue−zy

∗
= u = f(0),

or ezx
∗
u = uezy

∗
for all z ∈ C. We obtain the claim by comparing the

first order terms in the series expansions of both sides (more formally,
subtract u, divide by z and let z → 0). �

Exercise 9.14. Let A be a commutative algebra with unit. True or
false:
(a) There exist at most one norm and one involution on A so that A
becomes a C∗-algebra.
(b) There exist a norm and an involution on A so that A becomes a
C∗-algebra.
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Exercise 9.15. Let A be a C∗-algebra and let x, y be normal elements
of A that commute: xy = yx. Show that

σ(x+ y) ⊂ σ(x) + σ(y) := {w + z : w ∈ σ(x), z ∈ σ(y)},
σ(xy) ⊂ σ(x)σ(y) := {wz : w ∈ σ(x), z ∈ σ(y)}.

Also show that both inclusions can fail if x, y don’t commute.
Suggestion: Consider suitable 2× 2-matrices for the counterexamples.

Exercise 9.16. Let A be a C∗-algebra and let x ∈ A be normal. Then
we can define f(x) ∈ A, for f ∈ C(σ(x)), as follows: Consider the
commutative C∗-algebra B ⊂ A that is generated by x, and then use
Theorem 9.16 and the original definition of f(x) ∈ B, which was based
on Theorem 9.13.

Prove the spectral mapping theorem: σ(f(x)) = f(σ(x)).
Hint: This follows very quickly from Theorem 9.16 and the fact that
the map f 7→ f(x) sets up an isometric ∗-isomorphism between C(σ(x))
and B. Just make sure you don’t get confused.

Exercise 9.17. Consider the following subalgebra of C2×2 = B(C2) :

A =

{
y =

(
a b
b a

)
: a, b ∈ C

}
(a) Show that A is a commutative C∗-algebra (with the structure in-

herited from B(C2); in particular,
(
a b
b a

)∗
=
(
a b
b a

)
). Remark: Most of

this is already clear because we know that the bigger algebra B(C2) is
a C∗-algebra.
(b) Show that A is generated by x =

(
0 1
1 0

)
.

(c) Show that ∆ = {φ1, φ2}, where φ1(y) = a+ b, φ2(y) = a− b.
(d) Find σ(x) and confirm the (here: obvious) fact that ∆ ∼= σ(x), as
asserted by Theorem 9.12.
(e) Find f(x) ∈ A, for the functions f(z) = |z| and f(z) = 1/2(|z|+z).
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10. The Spectral Theorem

The big moment has arrived, and we are now ready to prove several
versions of the spectral theorem for normal operators in Hilbert spaces.
Throughout this chapter, it should be helpful to compare our results
with the more familiar special case when the Hilbert space is finite-
dimensional. In this setting, the spectral theorem says that every nor-
mal matrix T ∈ Cn×n can be diagonalized by a unitary transformation.
This can be rephrased as follows: There are numbers zj ∈ C (the eigen-
values) and orthogonal projections Pj ∈ B(Cn) so that T =

∑m
j=1 zjPj.

The subspaces R(Pj) are orthogonal to each other. From this repre-
sentation of T , it is then also clear that Pj is the projection onto the
eigenspace belonging to zj.

In fact, we have already proved one version of the (general) spectral
theorem: The Gelfand theory of the commutative C∗-algebra A ⊂
B(H) that is generated by a normal operator T ∈ B(H) provides a
functional calculus: We can define f(T ), for f ∈ C(σ(T )) in such a way
that the map C(σ(T )) → A, f 7→ f(T ) is an isometric ∗-isomorphism
between C∗-algebras, and this is the spectral theorem in one of its
many disguises! See Theorem 9.13 and the discussion that follows. As
a warm-up, let us use this material to give a quick proof of the result
about normal matrices T ∈ Cn×n that was stated above.

Consider the C∗-algebra A ⊂ Cn×n that is generated by T . Since
T is normal, A is commutative. By Theorem 9.13, A ∼= C(σ(T )) =
C({z1, . . . , zm}), where z1, . . . , zm are the eigenvalues of T . We also
use the fact that by Theorem 9.16, σA(T ) = σB(H)(T ).

All subsets of the discrete space {z1, . . . , zm} are open, and thus all
functions f : {z1, . . . , zm} → C are continuous. We will make use of the
functional calculus notation: f(T ) ∈ A will denote the operator that
corresponds to the function f under the isometric ∗-isomorphism that
sends the identity function id(z) = z to T ∈ A. Write fj = χ{zj} and

let Pj = fj(T ). Since fj = fj and f 2
j = fj, we also have that P ∗j = Pj

and P 2
j = Pj, so each Pj is an orthogonal projection by Theorem 6.5.

Furthermore, fjfk = 0 if j 6= k, so PjPk = 0, and thus

〈Pjx, Pky〉 = 〈x, PjPky〉 = 0

for all x, y ∈ H if j 6= k. This says that R(Pj) ⊥ R(Pk) for j 6= k.
Also, P1 + . . .+Pm = 1 because we have the same identity for the fj’s.
It follows that

⊕m
j=1R(Pj) = H = Cn. Finally, since id =

∑m
j=1 zjfj,

we obtain the representation T =
∑m

j=1 zjPj, as asserted.
On infinite-dimensional Hilbert spaces, we have a continuous analog

of this representation: every normal T ∈ B(H) can be written as
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T =
∫
z dP (z). We first need to address the question of how such an

integral can be meaningfully defined. We will also switch to the more
common symbol E (rather than P ) for these “measures” (if that’s what
they are).

Definition 10.1. Let M be a σ-algebra on a set Ω, and let H be a
Hilbert space. A resolution of the identity (or spectral resolution) on
(Ω,M) is a map E :M→ B(H) with the following properties:
(1) Every E(ω) (ω ∈M) is a projection;
(2) E(∅) = 0, E(Ω) = 1;
(3) E(ω1 ∩ ω2) = E(ω1)E(ω2) (ω1, ω2 ∈M);
(4) For all x, y ∈ H, the set function µx,y(ω) = 〈x,E(ω)y〉 is a complex
measure on (Ω,M). If Ω is a locally compact Hausdorff space and
M = B is the Borel σ-algebra, then we also demand that every µx,y is
a regular (Borel) measure.

We can think of E as a projection valued measure (of sorts) on
(Ω,M): the “measure” E(ω) of a set ω ∈ M is a projection. The
E(ω) are also called spectral projections.

Let’s start out with some quick observations. For every x ∈ H, we
have that

µx,x(ω) = 〈x,E(ω)x〉 = 〈x,E(ω)2x〉 = 〈E(ω)x,E(ω)x〉 = ‖E(ω)x‖2,

so µx,x is a finite positive measure with µx,x(Ω) = ‖x‖2. Property
(3) implies that any two spectral projections E(ω1), E(ω2) commute.
Moreover, if ω1 ⊂ ω2, then R(E(ω1)) ⊂ R(E(ω2)). If ω1 ∩ω2 = ∅, then
R(E(ω1)) ⊥ R(E(ω1)), as the following calculation shows:

〈E(ω1)x,E(ω2)y〉 = 〈x,E(ω1)E(ω2)y〉 = 〈x,E(ω1 ∩ ω2)y〉 = 0

for arbitrary x, y ∈ H.
E is finitely additive: If ω1, . . . , ωn ∈ M are disjoint sets, then

E
(⋃n

j=1 ωj

)
=
∑n

j=1E(ωj). To prove this, notice that (4) implies

that

〈x,E

(
n⋃
j=1

ωj

)
y〉 = µx,y

(
n⋃
j=1

ωj

)
=

n∑
j=1

µx,y(ωj)

=
n∑
j=1

〈x,E(ωj)y〉 = 〈x,
n∑
j=1

E(ωj)y〉

for arbitrary x, y ∈ H, and this gives the claim.
Is E also σ-additive (as it ought to be, if we are serious about inter-

preting E as a new sort of measure)? In other words, if ωn ∈ M are
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disjoint sets, does it follow that

(10.1) E

(⋃
n∈N

ωn

)
=
∞∑
n=1

E(ωn).

The answer to this question depends on how one defines the right-
hand side of (10.1). We observe that if E(ωn) 6= 0 for infinitely many
n, then this series can never be convergent in operator norm. In-
deed, ‖E(ωn)‖ = 1 if E(ωn) 6= 0, and thus the partial sums do not
form a Cauchy sequence. However, (10.1) will hold if we are satisfied
with strong operator convergence: We say that Tn ∈ B(H) converges

strongly to T ∈ B(H) (notation: Tn
s−→ T ) if Tnx→ Tx for all x ∈ H.

To prove that (10.1) holds in this interpretation, fix x ∈ H and
use the fact that the E(ωn)x form an orthogonal system (because the
ranges of the projections are orthogonal subspaces for disjoint sets).

We normalize the non-zero vectors: let yn = E(ωn)x
‖E(ωn)x‖ if E(ωn)x 6= 0.

Then the yn form an ONS, and thus, by Theorem 5.15, the series∑
〈yn, x〉yn =

∑
E(ωn)x converges. Now if y ∈ H is arbitrary, then

the continuity of the scalar product and the fact that µx,y is a complex
measure give that

〈y,
∞∑
n=1

E(ωn)x〉 =
∞∑
n=1

〈y, E(ωn)x〉 = 〈y, E

(⋃
n∈N

ωn

)
x〉.

Since this holds for every y ∈ H, it follows that
∑∞

n=1E(ωn)x =
E
(⋃

n∈N ωn
)
x, and this is (10.1), with the series interpreted as a strong

operator limit.

Definition 10.2. A set N ∈ M with E(N) = 0 is called an E-null
set. We define L∞(Ω, E) as the set of equivalence classes of measurable,
essentially bounded functions f : Ω→ C. Here, f ∼ g if f and g agree
off an E-null set. Also, as usual, we say that f is essentially bounded if
|f(x)| ≤M (x ∈ Ω \N) for some M ≥ 0 and some E-null set N ⊂ Ω.

Exercise 10.1. Prove that a countable union of E-null sets is an E-null
set.

Recall that for an arbitrary positive measure µ on X, the space
L∞(X,µ) only depends on what the µ-null sets are and not on the
specific choice of the measure µ. For this reason and because of Exercise
10.1, we can also, and if fact without any difficulties, introduce L∞

spaces that are based on resolutions of the identity. These spaces have
the same basic properties: L∞(Ω, E) with the essential supremum of

|f | as the norm and the involution f ∗(x) = f(x) is a commutative
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C∗-algebra. The spectrum of a function f ∈ L∞(Ω, E) is its essential
range.

Exercise 10.2. Write down precise definitions of the essential supremum
and the essential range of a function f ∈ L∞(Ω, E).

We would like to define an integral
∫

Ω
f(t) dE(t) for f ∈ L∞(Ω, E).

This integral should be an operator from B(H), and it also seems
reasonable to demand that

〈x,
(∫

Ω

f(t) dE(t)

)
y〉 =

∫
Ω

f(t) dµx,y(t)

for all x, y ∈ H. It is clear that this condition already suffices to
uniquely determine

∫
Ω
f(t) dE(t), should such an operator indeed exist.

As for existence, we have the following result; it will actually turn out
that the integral with respect to a resolution of the identity has many
other desirable properties, too.

Theorem 10.3. Let E be a resolution of the identity. Then there exists
a unique map Ψ : L∞(Ω, E)→ A onto a C∗-subalgebra A ⊂ B(H), so
that

(10.2) 〈x,Ψ(f)y〉 =

∫
Ω

f(t) dµx,y(t)

for all f ∈ L∞(Ω, E), x, y ∈ H. Moreover, Ψ is an isometric ∗-
isomorphism from L∞(Ω, E) onto A, and

(10.3) ‖Ψ(f)x‖2 =

∫
Ω

|f(t)|2 dµx,x(t).

So we can (and will) define
∫

Ω
f(t) dE(t) := Ψ(f). Let us list the

properties of the integral that are guaranteed by Theorem 10.3 one
more time, using this new notation:∫

(f + g) dE =

∫
f dE +

∫
g dE,

∫
(cf) dE = c

∫
f dE,∫

fg dE =

∫
f dE

∫
g dE,(∫

f dE

)∗
=

∫
f dE,

∥∥∥∥∫ f dE

∥∥∥∥ = ‖f‖∞

The multiplicativity of the integral (see the second line) may seem a
bit strange at first, but it becomes plausible again if we recall that all
E(ω) are projections.
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Exercise 10.3. Show that
∑m

j=1 fjPj
∑m

j=1 gjPj =
∑m

j=1 fjgjPj if the
Pj are projections with orthogonal ranges, as at the beginning of this
chapter, and fj, gj ∈ C.

Proof. This is not a particularly short proof, but it follows a standard
pattern. First of all, we certainly know how we want to define

∫
f dE

for simple functions f ∈ L∞(Ω, E), that is, functions of the form f =∑n
j=1 cjχωj with cj ∈ C and ωj ∈ M. For such an f , put Ψ(f) =∑n
j=1 cjE(ωj). For x, y ∈ H, we then obtain that

〈x,Ψ(f)y〉 =
n∑
j=1

cj〈x,E(ωj)y〉 =
n∑
j=1

cjµx,y(ωj) =

∫
Ω

f(t) dµx,y(t).

This is (10.2) for simple functions f , and this identity also confirms
that Ψ(f) was indeed well defined (Ψ(f) is determined by the function
f , and it is independent of the particular representation of f that was
chosen to form Ψ(f)).

We also have that Ψ(f)∗ =
∑
cjE(ωj) = Ψ(f), and if g =

∑m
k=1 dkχω′k

is a second simple function, then

Ψ(f)Ψ(g) =
∑
j,k

cjdkE(ωj)E(ω′k) =
∑
j,k

cjdkE(ωj ∩ ω′k) = Ψ(fg).

For the last equality, we use the fact that fg is another simple func-
tion, with representation fg =

∑
j,k cjdkχωj∩ω′k . Similar arguments

show that Ψ is linear (on simple functions). Finally, (10.3) (for simple
functions) follows from the identity Ψ(f)∗Ψ(f) = Ψ(f)Ψ(f) = Ψ(|f |2):

‖Ψ(f)x‖2 = 〈x,Ψ(f)∗Ψ(f)x〉 = 〈x,Ψ(|f |2)x〉 =

∫
Ω

|f(t)|2 dµx,x(t)

This also implies that ‖Ψ(f)x‖2 ≤ ‖f‖2
∞‖x‖2, so ‖Ψ(f)‖ ≤ ‖f‖. On

the other hand, the sets ωj in the representation f =
∑
cjχωj can be

taken to be disjoint (just take ωj = f−1({cj})). Now if E(ωj) 6= 0,
then there exists x ∈ R(E(ωj)), x 6= 0. Clearly, Ψ(f)x = cjx, and
since ‖f‖∞ = maxj:E(ωj) 6=0 |cj|, we now see that ‖Ψ(f)‖ = ‖f‖. So Ψ
is isometric (on simple functions).

We now want to extend these results to arbitrary functions f ∈
L∞(Ω, E) by using an approximation procedure.

Exercise 10.4. Let f ∈ L∞(Ω, E). Show that there exists a sequence
of simple functions fn ∈ L∞(Ω, E) so that ‖fn − f‖ → 0.

Let f ∈ L∞(Ω, E) and pick an approximating sequence fn of simple
functions, as in Exercise 10.4. Notice that Ψ(fn) converges in B(H):
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indeed,

‖Ψ(fm)−Ψ(fn)‖ = ‖Ψ(fm − fn)‖ = ‖fm − fn‖,

so this is a Cauchy sequence. The same argument shows that the limit
is independent of the specific choice of the approximating sequence, so
we can define Ψ(f) := lim Ψ(fn). The continuity of the scalar product
gives

〈x,Ψ(f)y〉 = lim
n→∞
〈x,Ψ(fn)y〉 = lim

n→∞

∫
Ω

fn(t) dµx,y(t).

Every E-null set is a |µx,y|-null set, so fn converges µx,y-almost every-
where to f . Moreover, |fn| ≤ ‖fn‖∞ ≤ C off an E-null set, so again
µx,y-almost everywhere. The constant function C lies in L1(Ω, d|µx,y|)
because |µx,y| is a finite measure. We have just verified the hypotheses
of the Dominated Convergence Theorem. It follows that limn→∞

∫
Ω
fn dµx,y =∫

Ω
f dµ, and we obtain (10.2) (for arbitrary f ∈ L∞(Ω, E)).

Exercise 10.5. Establish (10.3) in a similar way.

The remaining properties follow easily by passing to limits. For
example, if f, g ∈ L∞, pick approximating simple functions fn, gn and
use the continuity of the multiplication to deduce that

Ψ(f)Ψ(g) = lim Ψ(fn) lim Ψ(gn) = lim Ψ(fn)Ψ(gn)

= lim Ψ(fngn) = Ψ(fg).

In the last step, we use the fact that fngn is a sequence of simple
functions that converges to fg in the norm of L∞(Ω, E).

Exercise 10.6. Prove at least two more properties of Ψ (Ψ linear, iso-
metric, Ψ(f)∗ = Ψ(f)) in this way.

Finally, since Ψ is an isometry, its image A = Ψ(L∞(Ω, E)) is closed
(compare the proof of Proposition 4.3), and it is also a subalgebra that
is closed under the involution ∗ because Ψ is a ∗-homomorphism. �

We now have the tools to prove the next version of the Spectral
Theorem (the first version being the existence of a functional calculus
for normal operators). We actually obtain a more abstract version for
a whole algebra of operators from our machinery; we discuss this first
and then specialize to a single operator later on, in Theorem 10.5.

Theorem 10.4. Suppose A ⊂ B(H) is a commutative C∗-subalgebra
of B(H). Let ∆ be its maximal ideal space.
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(a) There exists a unique resolution of the identity on the Borel sets of
∆ (with its Gelfand topology) so that

(10.4) T =

∫
∆

T̂ (t) dE(t)

for all T ∈ A.
Moreover, E has the following additional properties:

(b) B = {
∫

∆
f(t) dE(t) : f ∈ L∞(Ω, E)} is a commutative C∗-algebra

satisfying A ⊂ B ⊂ B(H).
(c) The finite linear combinations of the E(ω), ω ∈M are dense in B.
(d) If ω ⊂ ∆ is a non-empty open set, then E(ω) 6= 0.

Proof. By the Gelfand-Naimark Theorem, A ∼= C(∆). We will now
use the Riesz Representation Theorem: C(∆)∗ =M(∆), the space of
regular complex Borel measures on ∆. See Example 4.2. The unique-
ness of E follows immediately from this: If E satisfies (10.4), then∫

∆
T̂ (t) dµx,y(t) = 〈x, Ty〉, and every continuous function on ∆ is of

the form T̂ for some T ∈ A, so the functionals (on C(∆)) associated
with the measures µx,y and thus also the measures themselves are al-
ready determined by (10.4). Since x, y ∈ H are arbitrary here, E itself
is determined by (10.4).

To prove existence of E, we fix x, y ∈ H and consider the map

C(∆) → C, T̂ 7→ 〈x, Ty〉. Since the inverse of the Gelfand transform,

T̂ 7→ T , is linear, this map is linear, too, and also bounded, as we see
from

|〈x, Ty〉| ≤ ‖x‖ ‖Ty‖ ≤ ‖x‖ ‖T‖ ‖y‖ = ‖x‖ ‖y‖ ‖T̂‖∞.

By the Riesz Representation Theorem, there is a regular complex Borel
measure on ∆ (call it µx,y) so that

(10.5) 〈x, Ty〉 =

∫
∆

T̂ (t) dµx,y(t)

for all T ∈ A. Our goal is to construct a resolution of the identity E
for which 〈x,E(ω)y〉 = µx,y(ω). That will finish the proof of part (a).

As a function of x, y, 〈x, Ty〉 is sesquilinear. From this, it follows
that that (x, y) 7→ µx,y is sesquilinear, too. This means that µx+y,z =
µx,z + µy,z, µcx,y = cµx,y, and µx,y is linear in y.

Exercise 10.7. Prove this claim.

If now f : ∆ → C is a bounded measurable function, then (x, y) 7→∫
∆
f(t) dµx,y(t) defines another sesquilinear form. In fact, this form is
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bounded in the sense that∣∣∣∣∫
∆

f(t) dµx,y(t)

∣∣∣∣ ≤ (sup
t∈∆
|f(t)|

)
|µx,y|(∆) ≤

(
sup
t∈∆
|f(t)|

)
‖x‖ ‖y‖.

By Exercise 6.10, there is a unique operator Φ(f) ∈ B(H), so that

〈x,Φ(f)y〉 =

∫
∆

f(t) dµx,y(t)

for all x, y ∈ H. If f ∈ C(∆) here, then a comparison with (10.5)

shows that Φ(f) = T , where T ∈ A is the unique operator with T̂ = f .
Now ∫

∆

T̂ dµx,y = 〈x, Ty〉 = 〈y, T ∗x〉 =

∫
∆

T̂ ∗ dµy,x =

∫
∆

T̂ dµy,x,

and this holds for all functions T̂ ∈ C(∆), so we conclude that µx,y =

µy,x, where, as expected, the measure ν is defined by ν(ω) = ν(ω). But
then we can use this for integrals of arbitrary bounded Borel functions
f :

〈x,Φ(f)y〉 =

∫
∆

f dµx,y =

∫
∆

f dµy,x = 〈y,Φ(f)x〉 = 〈Φ(f)x, y〉,

so Φ(f)∗ = Φ(f). Next, for S, T ∈ A, we have that∫
∆

ŜT̂ dµx,y =

∫
∆

(ST ) d̂µx,y = 〈x, STy〉 =

∫
∆

Ŝ dµx,Ty,

so T̂ dµx,y = dµx,Ty. Again, we can apply this to integrals of arbitrary

bounded Borel functions f :
∫
fT̂ dµx,y =

∫
f dµx,Ty, and this implies

that ∫
∆

fT̂ dµx,y = 〈x,Φ(f)Ty〉 = 〈Φ(f)∗x, Ty〉 =

∫
∆

T̂ dµΦ(f)∗x,y.

Since T̂ ∈ C(∆) is arbitrary here, this says that f dµx,y = dµΦ(f)∗x,y,
so
∫
fg dµx,y =

∫
g dµΦ(f)∗x,y for all bounded Borel functions g. Now∫

fg dµx,y = 〈x,Φ(fg)y〉 and∫
∆

g dµΦ(f)∗x,y = 〈Φ(f)∗x,Φ(g)y〉 = 〈x,Φ(f)Φ(g)y〉,

so we finally obtain the desired conclusion that Φ(fg) = Φ(f)Φ(g).
We can now define E(ω) = Φ(χω). I claim that E is a resolution of

the identity. Clearly, by construction,

〈x,E(ω)y〉 = 〈x,Φ(χω)y〉 =

∫
∆

χω dµx,y = µx,y(ω),
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as required. This also verifies (4) from Definition 10.1. It remains to
check the conditions (1)–(3).

Notice that E(ω)∗ = Φ(χω)∗ = Φ(χω) = Φ(χω) = E(ω), so E(ω)
is self-adjoint. Similarly, E(ω)2 = Φ(χω)2 = Φ(χ2

ω) = Φ(χω) = E(ω).
By Theorem 6.5, E(ω) is a projection, so (1) holds. A similar com-
putation lets us verify (3). Finally, moving on to (2), it is clear that
E(∅) = Φ(0) = 0, and E(∆) = Φ(1). Now the constant function 1 is
continuous, so, as observed above, Φ(1) is the operator whose Gelfand
transform is identically equal to one, but this is the identity operator
1 ∈ A ⊂ B(H) (the multiplicative unit of A and B(H)). So E(1) = 1,
as desired.

(b) We know from Theorem 10.3 that B is a C∗-subalgebra of B(H),
and since continuous functions are in L∞(∆, E), we clearly have that
B ⊃ A.

(c) This is immediate from the way the integral
∫
f dE was con-

structed, in the proof of Theorem 10.3.
(d) Let ω ⊂ ∆ be a non-empty open set. Pick t0 ∈ ω and use

Urysohn’s Lemma to find a continuous function f with f(t0) = 1,

f = 0 on ωc. Then f = T̂ for some T ∈ A, and if we had E(ω) = 0,

then T =
∫

∆
T̂ dE = 0, but this is impossible because T̂ = f is not the

zero function. �

We now specialize to (algebras generated by) a single normal opera-
tor.

Theorem 10.5 (The Spectral Theorem for normal operators). Let
T ∈ B(H) be a normal operator. Then there exists a unique resolution
of the identity E on the Borel sets of σ(T ) so that

(10.6) T =

∫
σ(T )

z dE(z).

Proof. Consider, as usual, the commutative C∗-algebra A ⊂ B(H) that
is generated by T . Existence of E now follows from Theorem 10.4(a)
because we can make the following identifications: By Theorems 9.12
and 9.13, ∆A is homeomorphic to σ(T ), and A ∼= C(σ(T )). Here
we may interpret σ(T ) as σB(H)(T ) because σA(T ) is the same set
by Theorem 9.16. From a formal point of view, perhaps the most
satisfactory argument runs as follows: Reexamine the proof of Theorem
10.4 to confirm that we obtain the representation T =

∫
K
f dE as

soon as we have an isometric ∗-isomorphism between A and C(K) that
sends T to f (it is not essential that this isomorphism is specifically the
Gelfand transform). In the case at hand, A ∼= C(σ(T )), by Theorem
9.13, and the corresponding isomorphism sends T to id(z) = z, so we
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obtain (10.6). For later use, we also record that, by the same argument,
f(T ) =

∫
σ(T )

f(z) dE(z) for all f ∈ C(σ(T )), where f(T ) ∈ A is defined

as in Chapter 9; see especially the discussion following Theorem 9.13.
Let us now prove uniqueness of E. By Theorem 10.3, if (10.6) holds,

then also p(T, T ∗) =
∫
σ(T )

p(z, z) dE(z) for all polynomials p in two

variables. When viewed as functions of z only, this set

{f : σ(T )→ C : f(z) = p(z, z), p polynomial in two variables}
satisfies the hypotheses of the Stone-Weierstraß Theorem. Therefore,
if f ∈ C(σ(T )) is arbitrary, there are polynomials pn so that ‖f(z) −
pn(z, z)‖∞ → 0. Alternatively, this conclusion can also be obtained
from the fact that T generates A, so {p(T, T ∗)} is dense in A, and we
can then move things over to C(σ(T )).

The Dominated Convergence Theorem shows that∫
σ(T )

f(z) dµx,y(z) = lim
n→∞

∫
σ(T )

pn(z, z) dµx,y(z) = lim
n→∞
〈x, pn(T, T ∗)y〉.

So the measures µx,y and thus also E itself are uniquely determined. �

This proof has also established the following fact, which we state
again because it will prove useful in the sequel:

Proposition 10.6. If E is the spectral resolution of T ∈ B(H), as in
the Spectral Theorem, then E(U ∩ σ(T )) 6= 0 for all open sets U ⊂ C
with U ∩ σ(T ) 6= ∅.

This follows from Theorem 10.4(d) and our identification of ∆A with
σ(T ).

We introduce some new notation. It will occasionally be convenient
to write d〈x,E(z)y〉 for the measure dµx,y(z). Similarly, d〈x,E(z)x〉
and d‖E(z)x‖2 both refer to the measure dµx,x(z). This notation is
reasonable because 〈x,E(ω)x〉 = ‖E(ω)x‖2.

We can now also extend the functional calculus from Chapter 9.
More precisely, for a normal T ∈ B(H) and f ∈ L∞(σ(T ), E), where
E is the resolution of the identity of T , as in the Spectral Theorem, let

(10.7) f(T ) :=

∫
σ(T )

f(z) dE(z).

As observed above, in the proof of Theorem 10.5, this is consistent with
our earlier definition of f(T ) for f ∈ C(σ(T )) from Chapter 9.

By Theorem 10.3, the functional calculus f 7→ f(T ) is an isometric
∗-isomorphism between L∞(σ(T ), E) and a subalgebra of B(H). Note
also that if p(z) is a polynomial, p(z) =

∑n
j=0 cjz

j, then p(T ) could

have been defined directly as p(T ) =
∑n

j=0 cjT
j, and the functional
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calculus gives the same result. A similar remark applies to functions
of the form p(z, z).

We state the basic properties of the functional calculus one more
time:

(cf + dg)(T ) = cf(T ) + dg(T ), (fg)(T ) = f(T )g(T ) = g(T )f(T )

f(T )∗ = f(T ), ‖f(T )‖ = ‖f‖∞, ‖f(T )x‖2 =

∫
σ(T )

|f(z)|2 d‖E(z)x‖2

Moreover, if f is continuous, then we have the spectral mapping theo-
rem: σ(f(T )) = f(σ(T )). This was discussed in Exercise 9.16.

We want to prove still another version of the Spectral Theorem. This
last version will be an analog of the statement: a normal matrix can
be diagonalized by a unitary transformation. We will needs sums of
Hilbert spaces to formulate this result, so we discuss this topic first.
If H1, . . . , Hn are Hilbert spaces, then we can construct a new Hilbert
space H =

⊕n
j=1Hj, as follows: As a vector space, H is the sum of the

vector spaces Hj, and if x, y ∈ H, say x = (x1, . . . , xn), y = (y1, . . . , yn),
then we define 〈x, y〉 =

∑n
j=1〈xj, yj〉Hj .

Exercise 10.8. Verify that this defines a scalar product on H and that
H is complete with respect to the corresponding norm.

Note that each Hj can be naturally identified with a closed subspace
of H, by sending xj ∈ Hj to x = (0, . . . , 0, xj, 0, . . . 0). In fact, the
Hj, viewed in this way as subspaces of H, are pairwise orthogonal.
Conversely, if H is a Hilbert space and the Hj are orthogonal subspaces
of H, then

⊕
Hj can be naturally identified with a subspace of H (by

mapping (xj) to
∑
xj).

An analogous construction works for infinitely many summands Hα,
α ∈ I. We now define H to be the set of vectors x = (xα)α∈I (xα ∈ Hα)
that satisfy

∑
α∈I ‖xα‖2 <∞. If I is uncountable, then, as usual, this

means that xα 6= 0 for only countably many α and the corresponding se-
ries is required to converge. We can again define 〈x, y〉 =

∑
α∈I〈xα, yα〉;

the convergence of this series follows from the definition on H and the
Cauchy-Schwarz inequality for both the individual scalar products and
then also the sum over α ∈ I.

Exercise 10.9. Again, prove that this defines a scalar product and that
H is a Hilbert space.

Theorem 10.7 (Spectral representation of normal operators). Let T ∈
B(H) be a normal operator. Then there exists a collection {ρα : α ∈ I}
of finite positive Borel measures on σ(T ) and a unitary map U : H →
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α∈I L

2(σ(T ), dρα) so that

UTU−1 = Mz, (Mzf)α(z) = zfα(z).

The minimal cardinality of such a set I is called the spectral multi-
plicity of T ; if H is separable (as almost all Hilbert spaces that occur
in practice are), then I can always taken to be a countable set (say
I = N). Sometimes, a finite I will suffice or even an I consisting of
just one element, so that T would then be unitarily equivalent to a
multiplication operator by the variable on a sinle L2(ρ) space.

Exercise 10.10. Let T ∈ Cn×n be a normal matrix, with eigenvalues
σ(T ) = {z1, . . . , zm}. Prove the existence of a spectral representation
directly, by providing the details in the following sketch: Choose the
ρα as counting measures on (subsets of) σ(T ), and to define U , send
a vector x ∈ Cn to its expansion coefficients with respect to an ONB
consisting of eigenvectors of T .

Exercise 10.11. Use the discussion of the previous Exercise to show that
for a normal T ∈ Cn×n, the spectral multiplicity (as defined above) is
the maximal degeneracy of an eigenvalue, or, put differently, it is equal
to maxz∈σ(T ) dimN(T − z).

The measures ρα from Theorem 10.7 are called spectral measures.
They are not uniquely determined by the operator T ; Exercise 10.17
below will shed some additional light on this issue.

Proof. For x ∈ H, x 6= 0, let

Hx = {f(T )x : f ∈ C(σ(T ))}.
We also define an operator Ux : Hx → L2(σ(T ), dµx,x), as follows: For

f ∈ C(σ(T )), put U
(0)
x f(T )x = f . Then

‖U (0)
x f(T )x‖2 =

∫
σ(T )

|f(z)|2 dµx,x(z) = ‖f(T )x‖2,

by Theorem 10.3. By Exercise 2.26, the operator U
(0)
x : {f(T )x} →

L2(µx,x) has a unique continuous extension to Hx (call it Ux). Since
the norm is continuous, Ux will also be isometric. In particular, R(Ux)
is closed, but clearly R(Ux) also contains every continuous function on
σ(T ), and these are dense in L2(σ(T ), dµx,x), soR(Ux) = L2(σ(T ), dµx,x).
Summing up: Ux is a unitary map (a linear bijective isometry) from
Hx onto L2(σ(T ), dµx,x).

Now let f ∈ C(σ(T )) and write zf(z) = g(z). Then

UxTU
−1
x f = UxTf(T )x = Uxg(T )x = g = Mzf,
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whereMz denotes the operator of multiplication by z (here: in L2(σ(T ), dµx,x)).
Since these functions f are dense in L2(σ(T ), dµx,x) and both operators
UxTU

−1
x and Mz are continuous, it follows that UxTU

−1
x = Mz.

We now consider those collections of such spaces {Hx : x ∈ I} for
which the individual spaces are orthogonal: Hx ⊥ Hy if x, y ∈ I, x 6= y.
One can now use Zorn’s Lemma to show that there is such collection of
Hx spaces so that

⊕
x∈I Hx = H. As always, we don’t want to discuss

the details of this argument. The crucial fact is this: If
⊕

x∈I Hx 6= H,
then there is another space Hy that is orthogonal to all Hx (x ∈ I).

This can be proved as follows: Just pick an arbitrary y ∈
(⊕

x∈I Hx

)⊥
,

y 6= 0. Then 〈y, g(T )x〉 = 0 for all x ∈ I and continuous functions g.
But then it also follows that for all continuous f

〈f(T )y, g(T )x〉 = 〈y, f(T )g(T )x〉 = 0,

because fg is another continuous function. So f(T )y ⊥ Hx and thus
Hy ⊥ Hx by the continuity of the scalar product.

We can now define the unitary map U as U =
⊕

x∈I Ux, where I is
chosen so that

⊕
x∈I Hx = H, as discussed in the preceding paragraph.

More precisely, by this we mean the following:

U : H →
⊕
x∈I

L2(σ(T ), dµx,x),

and if y =
∑

x∈I yx is the unique decomposition of y ∈ H into compo-
nents yx ∈ Hx, then we put (Uy)x = Uxyx. This map has the desired
properties.

Exercise 10.12. Check this in greater detail.

�

We have now discussed three versions of the Spectral Theorem. We
originally obtained the functional calculus for normal operators from
the theory of C∗-algebras, especially the Gelfand-Naimark Theorem.
This was then used to derive the existence of a spectral resolution
E and a spectral representation. Conversely, spectral resolutions can
be used to construct (in fact: an extended version of) the functional
calculus, and it is also easy to recover E, starting from a spectral rep-
resentation UTU−1 = Mz (we sometimes write this as T ∼= Mz). We
summarize symbolically:

functional calculus ⇐⇒ T =
∫
σ(T )

z dE(z) ⇐⇒ T ∼= Mz
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Every version has its merits, and it’s good to have all three state-
ments available. Note, however, that the original functional calculus
(obtained from the theory of C∗-algebras) becomes superfluous now
because we obtain more powerful versions from the other statements
(this was already pointed out above).

The spectrum of T will not always be known, and so it is sometimes
more convenient to have statements that do not explicitly involve σ(T ).
This is very easy to do: Given E, we can also get a spectral resolution
on the Borel sets of C by simply declaring E(C \ σ(T )) = 0. Similarly,
in a spectral representation, we can think of the ρα as measures on C
(with ρα(C \ σ(T )) = 0).

In this case, we can recover the spectrum from the measures ρα. We
discuss the case of one space L2(C, dρ) and leave the discussion of the
effect of the orthogonal sum to an exercise. Given a Borel measure
ρ on C, we define its topological support as the smallest closed set
A that supports ρ in the sense that ρ(Ac) = 0. We denote it by
A = top supp ρ.

Exercise 10.13. Prove that such a set exists. Suggestion: It is tempting
to try to define (top supp ρ)c =

⋃
U , where the union is over all open

sets U ⊂ C with ρ(U) = 0. This works, but note that the union will
be uncountable, which could be a minor nuisance because we want to
show that it has ρ measure zero.

Proposition 10.8. If T = Mz on L2(C, dρ), then σ(T ) = top supp ρ.

Proof. Abbreviate S = top supp ρ. We must show that Mz − w is
invertible in B(L2) precisely if w /∈ S. Now if w /∈ S, then |w − z| ≥
ε > 0 for ρ-almost every z ∈ C (by definition of S), and this implies
that M(z−w)−1 is a bounded linear operator. Obviously, it is the inverse
of Mz − w.

Conversely, if w ∈ S, then ρ(Bn) > 0 for all n ∈ N, where Bn =
{z ∈ C : |z − w| < 1/n}. Again, this follows from the definition of
S. This means that ‖χBn‖ > 0 in L2(C, dρ). Let fn = χBn/‖χBn‖, so
‖fn‖ = 1. Then ‖(Mz −w)fn‖ < 1/n, and this shows that (Mz −w) is
not invertible: if it were, then it would follow that

1 = ‖fn‖ = ‖(Mz − w)−1(Mz − w)fn‖ ≤ C‖(Mz − w)fn‖ <
C

n
,

a statement that seems hard to believe. �

As for the orthogonal sum, we have the following result:
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Proposition 10.9. Let Hα be Hilbert spaces, and let Tα ∈ B(Hα) be
normal operators, with supα∈I ‖Tα‖ < ∞. Write H =

⊕
α∈I Hα and

define T : H → H as follows: (Tx)α = Tαxα (if x = (xα)α∈I). Then
T ∈ B(H) and

σ(T ) =
⋃
α∈I

σ(Tα).

It is customary to write this operator as T =
⊕

α∈I Tα, and actually
we already briefly mentioned this notation in the proof of Theorem
10.7. If I is finite, then no closure is necessary in the statement of
Proposition 10.9.

The situation of Theorem 10.7 is as discussed in the Proposition,
with Tα = Mz for all α. So we can now say that the spectrum of Mz

on
⊕

L2(C, dρα) is the closure of the union of the topological supports
of the ρα.

Exercise 10.14. Prove Proposition 10.9.

The following basic facts are very useful when dealing with spectral
representations. They provide further insight into the functional cal-
culus and also a very convenient way of performing these operations
once a spectral representation has been found.

Proposition 10.10. Let f : C → C be a bounded Borel function.
Then:
(a) f(Mz) = Mf(z);
(b) Let U : H1 → H2 be a unitary map and let T ∈ B(H1) be a normal
operator. Then

f(UTU−1) = Uf(T )U−1.

Sketch of proof. We argue as in the second part of the proof of The-
orem 10.5. First of all, the assertions hold for functions of the type
f(z) = p(z, z), with a polynomial p, because for such functions we
have an alternative direct description of f(T ), which lets us verify (a),
(b) directly. Again, by the Stone-Weierstraß Theorem, these functions
are dense in C(K) for compact subsets K ⊂ C. Since fn(T )→ f(T ) in
B(H) if ‖fn − f‖∞ → 0, this gives the claim for continuous functions.
Now ‖(f(T )−g(T ))x‖2 =

∫
|f −g|2 dµx,x and continuous functions are

dense in L2 spaces. From this, we obtain the statements for arbitrary
bounded Borel functions. �

Exercise 10.15. Give a detailed proof by filling in the details.

If T is of the form Mz on L2(C, dρ), as in a spectral representation
(where we assume, for simplicity, that there is just one L2 space),
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what is the spectral resolution E of this operator? In general, we can
recover E from T as E(A) = χA(T ), so Proposition 10.10 shows that
E(A) = MχA if A ⊂ C is a Borel set.

Exercise 10.16. Verify directly that this defines a resolution of the iden-
tity on the Borel sets of C (and the Hilbert space L2(C, dρ)).

We observed earlier that the spectral measures ρα are (in fact: highly)
non-unique. The following Exercise helps to clarify the situation. We
call two operators Tj ∈ B(Hj) unitarily equivalent if T2 = UT1U

−1 for
some unitary map U : H1 → H2. So, if we use this terminology, then
Theorem 10.7 says that every normal operator is unitarily equivalent
to the operator of multiplication by the variable in a sum of spaces
L2(C, ρα).

Exercise 10.17. Consider the multiplication operators T1 = M
(µ)
z and

T2 = M
(ν)
z on L2(µ) and L2(ν), respectively, where µ, ν are finite Borel

measures on C. Show that T1, T2 are unitarily equivalent if and only if
µ and ν are equivalent measures (that is, they have the same null sets).
Suggestion: For one direction, use the fact that µ and ν are equivalent
if and only if dµ = f dν, with f ∈ L1(ν) and f > 0 almost everywhere
with respect to µ (or ν).

Example 10.1. Let us now discuss the operator (Tx)n = xn+1 on `2(Z).
By Exercise 6.7(a), T is unitary, so the Spectral Theorem applies. It is
easiest to start out with a spectral representation because this can be
guessed directly. Consider the operator

F : L2(S, dx/(2π))→ `2(Z), (Ff)n =
1

2π

∫ 2π

0

f(eix)einx dx

(F as in Fourier transform). Here, S = {z ∈ C : |z| = 1} denotes again
the unit circle; when convenient, we also use x ∈ [0, 2π) to parametrize
S by writing z = eix. Note that (Ff)n = 〈en, f〉, with en(z) = z−n.
Since these functions form an ONB (compare Exercise 5.15), Theorem
5.14 shows that F is unitary.

Observe that the function g(z) = zf(z) has Fourier coefficients
(Fg)n = (Ff)n+1. In other words, F−1TF = Mz, and this is a spectral
representation, with U = F−1. The spectral measure dx/(2π) has the
unit circle as its topological support, so σ(T ) = S. Since only one L2

space is necessary here, the operator T has spectral multiplicity one.
What is the spectral resolution of T? We already identified this

spectral resolution on L2(S, dx/(2π)), the space from the spectral rep-
resentation, and we can now map things back to the original Hilbert
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space `2(Z) by using Proposition 10.10. More specifically,

E(A) = χA(T ) = χA(FMzF
−1) = FχA(Mz)F

−1 = FMχA(z)F
−1.

We can rewrite this if we recall that (F−1y)(z) =
∑
ynz

−n, so (MχAF
−1y)(z) =∑

ynχA(z)z−n (both series converge in L2(S)), and thus

(E(A)y)n =
∞∑

m=−∞

χ̂A(m− n)ym,

where χ̂A(k) = 1/(2π)
∫ 2π

0
χA(eix)eikx dx. Formally, this follows imme-

diately from the preceding formulae, and for a rigorous argument, we
use the fact that (Ff)n may be interpreted as a scalar product, the
continuity of the scalar product and the L2 convergence of the series
that are involved here.

We now prove some general statements that illustrate how the Spec-
tral Theorem helps to analyze normal operators.

Theorem 10.11. Let T ∈ B(H) be normal. Then:
(a) T is self-adjoint ⇐⇒ σ(T ) ⊂ R;
(b) T is unitary ⇐⇒ σ(T ) ⊂ S = {z ∈ C : |z| = 1}.

The assumption that T is normal is needed here: if, for example,
T =

(
0 1
0 0

)
∈ B(C2), then σ(T ) = {0} ⊂ R, but T is not self-adjoint.

Proof. (a) =⇒: This was established earlier, in Theorem 9.15(a).
⇐=: By the Spectral Theorem and functional calculus,

T ∗ =

∫
σ(T )

z dE(z) =

∫
σ(T )

z dE(z) = T.

(b) ⇐=: This follows as in (a) from

TT ∗ = T ∗T =

∫
σ(T )

zz dE(z) =

∫
σ(T )

dE(z) = 1.

=⇒: If z ∈ σ(T ), then E(B1/n(z)) 6= 0 for all n ∈ N by Proposition
10.6, so we can pick xn ∈ R(E(B1/n(z))), ‖xn‖ = 1. Then

µxn,xn((B1/n(z))c) = 〈xn, E((B1/n(z))c)xn〉
= 〈xn, E((B1/n(z))c)E(B1/n(z))xn〉 = 0,

so it follows that
(10.8)∣∣‖Txn‖ − |z| ‖xn‖∣∣2 ≤ ‖(T − z)xn‖2 =

∫
σ(T )

|t− z|2 dµxn,xn(t) ≤ 1

n2
.

Since ‖Ty‖ = ‖y‖ for all y ∈ H for a unitary operator, this shows that
|z| = 1, as claimed. �
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Theorem 10.12. If T ∈ B(H) is normal, then

‖T‖ = sup
‖x‖=1

|〈x, Tx〉| .

Proof. Clearly, |〈x, Tx〉| ≤ ‖T‖ ‖x‖2, so the sup is ≤ ‖T‖. On the other
hand, we know from Theorem 9.15(b) that ‖T‖ = r(T ), so there exists
a z ∈ σ(T ) with |z| = ‖T‖. As in the previous proof, if ε > 0 is given,
then E(Bε(z)) 6= 0, so we can find an x ∈ R(E(Bε(z))), ‖x‖ = 1. Then

|〈x, Tx〉 − z| = |〈x, (T − z)x〉| =
∣∣∣∣∫ (t− z) d‖E(t)x‖2

∣∣∣∣ < ε

because (again, as in the previous proof) µx,x((Bε(z))c) = 0 (and
µx,x(C) = ‖x‖2 = 1). So sup |〈x, Tx〉| ≥ ‖T‖ − ε, and ε > 0 is ar-
bitrary here. �

Theorem 10.13. Let T ∈ B(H). Then T ≥ 0 (in the C∗-algebra
B(H); see Definition 9.14) if and only if 〈x, Tx〉 ≥ 0 for all x ∈ H.

Proof. If T ≥ 0, then T is self-adjoint and σ(T ) ⊂ [0,∞), so the
Spectral Theorem shows that

〈x, Tx〉 =

∫
[0,∞)

t dµx,x(t) ≥ 0

for all x ∈ H.
Conversely, if this condition holds, then in particular 〈x, Tx〉 ∈ R

for all x ∈ H, so 〈x, T ∗x〉 = 〈Tx, x〉 = 〈x, Tx〉 = 〈x, Tx〉. Polarization
now shows that 〈x, T ∗y〉 = 〈x, Ty〉 for all x, y ∈ H, that is, T = T ∗

and T is self-adjoint.
Now if t > 0, then

t‖x‖2 = 〈x, tx〉 ≤ 〈x, (T + t)x〉 ≤ ‖x‖ ‖(T + t)x‖,
so it follows that

(10.9) ‖(T + t)x‖ ≥ t‖x‖.
This shows, first of all, that N(T + t) = {0}. Moreover, we also see
from (10.9) that R(T + t) is closed: if yn ∈ R(T + t), say yn = (T + t)xn
and yn → y ∈ H, then (10.9) shows that xn is a Cauchy sequence, so
xn → x for some x ∈ H and thus y = (T + t)x ∈ R(T + t) also, by the
continuity of T +t. Finally, we observe that R(T +t)⊥ = N((T +t)∗) =
N(T +t) = {0} (by Theorem 6.2). Putting things together, we see that
R(T + t) = H, so T + t is bijective and thus −t /∈ σ(T ). This holds for
every t > 0, so, since T is self-adjoint, σ(T ) ⊂ [0,∞) and T ≥ 0. �

Theorem 10.14. Let T ∈ B(H), T ≥ 0. Then there exists a unique
S ∈ B(H), S ≥ 0 so that S2 = T .



The Spectral Theorem 123

Proof. Existence is very easy: By the Spectral Theorem, T =
∫

[0,∞)
t dE(t).

The operator S =
∫

[0,∞)
t1/2 dE(t) has the desired properties (here, t1/2

of course denotes the positive square root).
Uniqueness isn’t hard either, but more technical, and we just sketch

this part: If S0 is another operator with S0 ≥ 0, S2
0 = T , write

S0 =
∫

[0,∞)
s dE0(s), so T =

∫
[0,∞)

s2 dE0(s). Now we can run a “substi-

tution” s2 = t (of sorts) and rewrite this as T =
∫

[0,∞)
t dẼ0(t), where

Ẽ0(M) = E0({s2 : s ∈ M}) (this part would need a more serious dis-
cussion if a full proof is desired). By the uniqueness of the spectral

resolution E (see Theorem 10.5), Ẽ0 = E, and this will imply that
S0 = S. �

Exercise 10.18. Let T ∈ Cn×n be a normal matrix with n distinct, non-
zero eigenvalues. Show that there are precisely 2n normal (!) matrices
S ∈ Cn×n with S2 = T .

Exercise 10.19. Recall that σp(T ) was defined as the set of eigenvalues
of T ; equivalently, z ∈ σp(T ) precisely if N(T − z) 6= {0}. Show that if
T ∈ B(H) is normal, then z ∈ σp(T ) if and only if E({z}) 6= 0 (here,
as usual, E denotes the spectral resolution of T ).

Exercise 10.20. Let T ∈ B(H) be normal. Show that z ∈ σ(T ) if and
only if there exists a sequence xn ∈ H, ‖xn‖ = 1, so that (T−z)xn → 0.

Exercise 10.21. Suppose that T ∈ B(H) is both unitary and self-
adjoint. Show that T is of the form T = 2P − 1, for some orthogonal
projection P . Show also that, conversely, every such operator T is uni-
tary and self-adjoint.
Suggestion: Use the Spectral Theorem and Theorem 10.11 for the first
part.

Exercise 10.22. Let T ∈ B(H). Recall that a closed subspace M ⊂ H
is called invariant if TM ⊂M , that is, if Tx ∈M for all x ∈M . Call
M a reducing subspace if both M and M⊥ are invariant. Show that
if T is normal with spectral resolution E, then R(E(B)) is a reducing
subspace for every Borel set B ⊂ C.
Hint: E(B) = χB(T ); now use the functional calculus.
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